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Abstract  

The increase in the volume of electronic email communication that is received daily by an individual is becoming 

alarming and it threatens to cause a state of “email-overload” where the volume of messages exceeds individual 

capacity to process. With email being one of the most efficient and effective mode of communication that is 

widely used among business personnel and organizations, there is need to pay apt attention to the serious problem 

of email information overload that pose serious productivity challenges for busy professionals and executives.  

This necessitated the adoption of Data mining techniques to develop a model for prioritizing email using a multi-

attribute and multi-classification algorithm for the automatic classification of mails into predefined categories 

while eliminating the problem of manual labeling or annotation from users (an approach that is tedious and time 

consuming for users) in previous research work [1]. This study was introduced to automatically classify and 

prioritize email messages into folder structures, in a declining order of importance according to the priorities of 

each user’s email inbox content, without manual labeling or annotation of email categories from users. This model 

extends the application of K-means, Hierarchical Clustering and SVM classifier to the domain of email 

prioritization. The model developed, when used, eliminates the traditional manual labeling/annotation and method 

of triaging through a large volume of incoming email in no particular order and introduces a well-structured and 

organized hierarchy and priority level in each user personalized email categories. 
 

Keywords- Email Prioritization, Email-Overload, Data Mining, Machine Learning 

 

1.   INTRODUCTION 

 

Email is a more personal and direct way of 

communication in which Messages is delivered 

within seconds around the world [2]. Email is 

important because it creates a fast, reliable form 

of communication that is free and easily 

accessible. Email allows people to foster long-

lasting, long-distance communication. It is not 

characterized by the inconveniences that are 

generally associated with traditional 

communication media, such as telephone or 

postal mail. But together with a blessing comes a 

curse, with 2.3 billion users worldwide and over 

205 billion emails sent or received every day [3], 

users mailbox’s may get flooded with large 

volumes of emails periodically making it difficult 

for a user to access the most important ones; 

thereby telling on the users productivity and work 

morale. 

 

Based on previous research, 58% of emails are 

irrelevant or unimportant and a person on average 

has to waste at least one hour per day to handle 

them [4]. Therefore this issue of overload needs 

to be addressed, and adequate email management 

solution needs to be proffered for individuals and 

Business organizations to avoid wasting time and 

energy on irrelevant mails. There is therefore a 

need for an effective email prioritization and 

classification method for a timely requirement. 

Prioritization is the process of regarding one 

email message as being more important than 

others (Merriam Webster Dictionary, 2018). 

Existing email filtering and prioritization use 

classification. Classification is a data mining 

technique and is defined as discovering useful 

knowledge from large data [5]. Classification is 

the process of finding a model that describes and 

distinguishes different classes or concepts of data. 

Classification mainly consists of two steps. First 
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is the learning step: where a classification model 

is constructed and second is the classification 

step: in this step the extracted model is used to 

predict the class labels for new data or unknown 

data depending on the learning step [5]. 

 

Data mining algorithms are used for classification 

of objects of different classes. Such algorithms 

have proved to be efficient in classifying and 

prioritizing emails as important or not important. 

In this study, machine learning algorithms 

namely, Hierarchical, K-means Clustering and 

Support Vector Machine (SVM). Gmail Inbox 

message and Enron Email Corpus downloaded 

online were used for the research. It is one of the 

publicly available large datasets of email. The 

tool used for the application development is 

Python 3 programming Library and packages. 

Therefore a good way to alleviate email overload 

is to automatically prioritize (i.e. rank) received 

messages according to the priorities of each user 

[6].A 

 

2.    LITERATURE REVIEW 

 

Electronic mail (email or e-mail) is a method of 

exchanging messages ("mail") between people 

using electronic devices. Email first entered 

limited use in the 1960s and by the mid-1970s had 

taken the form now recognized as email. Email 

operates across computer networks, which today 

is primarily the Internet. Some early email 

systems required the author and the recipient to 

both be online at the same time, in common with 

instant messaging (Wikipedia, 2018). Today's 

email systems are based on a store-and-forward 

model. Email servers accept, forward, deliver, 

and store messages. Neither the users nor their 

computers are required to be online 

simultaneously; they need to connect only briefly, 

typically to a mail server or a webmail interface, 

for as long as it takes to send or receive messages. 

 

Originally an ASCII text-only communications 

medium, Internet email was extended by 

Multipurpose Internet Mail Extensions (MIME) 

to carry text in other character sets and 

multimedia content attachments. International 

email, with internationalized email addresses 

using UTF-8, has been standardized, but as of 

2017 it has not been widely adopted (Wikipedia, 

2018). 

 

The history of modern Internet email services 

reaches back to the early ARPANET, with 

standards for encoding email messages published 

as early as 1973 (RFC 561). An email message 

sent in the early 1970s looks very similar to a 

basic email sent today (Wikipedia, 2018). Email 

had an important role in creating the Internet [7], 

and the conversion from ARPANET to the 

Internet in the early 1980s produced the core of 

the current services. The history of email extends 

over more than 50 years, entailing an evolving set 

of technologies and standards that culminated in 

the email systems we use today. 

 

Computer-based mail and messaging became 

possible with the advent of time-sharing 

computers in the early 1960s, and informal 

methods of using shared files to pass messages 

were soon expanded into the first mail systems 

(Wikipedia, 2018). Most developers of early 

mainframes and minicomputers developed 

similar, but generally incompatible, mail 

applications. Over time, a complex web of 

gateways and routing systems linked many of 

them. Many US universities were part of the 

ARPANET, which aimed at software portability 

between its systems; that portability helped make 

the Simple Mail Transfer Protocol (SMTP) 

increasingly influential (Wikipedia, 2018). 

 

For a time in the late 1980s and early 1990s, it 

seemed likely that either a proprietary 

commercial system or the X.400 email system, 

part of the Government Open Systems 

Interconnection Profile (GOSIP), would 

predominate. However, once the final restrictions 

on carrying commercial traffic over the Internet 

ended in 1995 [8], a combination of factors made 

the current Internet suite of SMTP, POP3 and 

IMAP email protocols the standard.  

 

2.1 Email message format 

 

The email message format is defined in RFC 

(Request for Comments) 5322 (released in 

October 2008) and in some additional RFCs from 

2045 to 2049. Collectively, these RFCs are called 

Multipurpose Internet Mail Extensions, or in 

short MIME. An email message consists of two 

major sections: 

1. Header contains information about the 

sender, receiver, subject, date, etc. 

2. Body is the message itself as text and is 

the same as the body of a regular letter; 

The main fields of an email header are: 

i. Date: time of sending out the 

email message  
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ii. From: usually the author of the 

email    

iii. To: one or many recipients of 

email 

iv. Cc: recipients who are not 

directly related to message but 

may be interested in the 

information containing in email 

v. Bcc: recipients is field that will 

remain invisible to other 

addressees  

vi. Subject: a short summary of the 

contents of email  

 

All these fields contain valuable information to 

classify an email message. Information in the 

email body, threads and an attachment can also be 

used; the email body can be written in plain text 

or in HTML. 

 

2.2 Message overload problem 

 

Every day, more and more emails are sent and 

received by users as we depend increasingly on 

email communication. Messages are not only 

received from friends or colleagues but also from 

all kind of social networks and advertising 

companies. Whittaker and Sidner [9] Pointed out 

that email is also used for document delivery, 

sending reminders, scheduling an appointment 

which shows that email is used for a variety of 

purposes exceeding its original design as a simple 

communication application. Organizing this flow 

is far beyond filtering spam into the Junk folder 

by different spam filters and the amount of email 

messages in our Inbox keeps increasing. At some 

point when we realize that it is not necessary to 

delete any emails as the capacity of any email 

account is enough to store hundreds of thousands 

emails we face a problem where it is almost 

impossible to find information needed as the 

number of emails in our inbox keeps growing. In 

this situation we have created a huge and very 

chaotic list of email mainly sorted by the date 

received [9]. Received emails often contain 

information which is not needed at the time of 

getting the email. In a situation like this the 

message is skipped and there is a real danger that 

this message will get “lost” or overlooked in the 

increasing amount of emails [9]. 

 

 

 

 

 

2.3 Related Works 

 

Data mining algorithms are used for classification 

of objects of different classes. Such algorithms 

have proved to be efficient in classifying and 

prioritizing emails as important or not important. 

In this study machine learning algorithms 

namely, Hierarchical, K-means Clustering and 

Support Vector Machine (SVM) were used. 

Gmail Inbox message and Enron Email Corpus 

downloaded online were used for the research; it 

is one of the publicly available large datasets on 

email. Python 3 programming Library and 

packages tools were used for the application 

development. A good way to alleviate email 

overload is to automatically prioritize (i.e. rank) 

received messages according to the priorities of 

each user. 

 

Machine Learning techniques have been applied 

to email-overload issues and many email 

classification and prioritization techniques have 

been proposed by several authors to alleviate the 

email-overload problem. Some works in the 

literature includes that of Wang, et.al., [10], 

which introduced the problem of personalized 

broadcast email prioritization considering large 

numbers of mailing lists and proposed a novel 

cross domain recommendation framework CBEP 

(Cross-Domain Broadcast Email Prioritization) to 

solve the problem. To select the optimal set of 

source domains from the large number of 

domains, they proposed an optimization model 

that considers multiple selection criteria 

including the overlap of users, feedback pattern 

similarity and coverage of users. A weighted low-

rank approximation method is proposed to make 

predictions based on information from both the 

target domain and the selected source domains 

using Bayesian Theorem classified email into 

categories [1]. The classifier was trained to 

recognize attributes for each category. When a 

new mail arrives, it compares the attributes of the 

mail with attributes of each category and the mail 

is classified according to the category having 

most similar attributes as that of the mail.  

 

Aberdeen et. al., [11] Proposed a simple linear 

logistic regression model for mail prioritization in 

Gmail. The final prediction is the sum of the 

global model and the user model log odds. Four 

categories of features are considered in the model, 

including social features, content features, thread 

features and label features. Johansen [12] and her 

colleagues used social clustering to predict the 



    UIJSLICTR Vol. 1  June 2017               77 

 

importance of email messages. The major 

difference between their methods is that their 

clusters were induced from a community social 

network, not based on personal social networks or 

the content information in email messages. 

 

3.    METHODOLOGY 

 

At First datasets that contain 100 rows by 11 

columns of email inbox messages that was 

extracted from the author’s Gmail account into an 

excel format was used alongside 10,000 datasets 

extracted from online Enron-Corpus of about 

500,000 dataset available on 

www.cs.cmu.edu/enron/ Therefore a total of 

10,100 data samples were used for this study, 

from which different data samples sizes were 

extracted from it, in a 70% & 30% train/test split.  

 

The complete 10,100 data was not used at once, 

the algorithm was built to pull data of variant data 

samples quantity from this dataset, so as to have 

a detailed view of how the algorithm behaved on 

different data sample sizes. The Data contain 11 

columns namely: Message ID, Serial number, 

Date (year, month and day), To (describes the 

recipient of a user’s message), From (the sender), 

CC (others included in a message apart from the 

main recipient), BCC (other hidden recipients 

included in a message apart from the main 

recipient), Subject (message topic), Body (The 

content of the message i.e. the main message), 

Reply to (messages the  recipient responded to 

leading to a thread), Attachment name (messages 

that contains attached document or files).  

 

The datasets was used to give a localized analysis 

of the performance of machine learning algorithm 

on real life dataset that will be easy to relate with 

by users at large. The Enron corpus was used to 

give a globalized analysis of the performance of 

the algorithms on online datasets that has 

undergone some restructuring. It enabled the 

SVM classifier to fit the model appropriately and 

give an accurate performance working on larger 

datasets. The dataset was in text format with each 

column containing strings of text. 

 

 
Figure 1:  Model Diagram folder, it would be challenging 
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Figure 2:  Model Development process 

 

The email classification process is divided into 

four (4) phases namely: The preprocessing 

phase, the Training and Learning phase, the 

Classification phase and the Ranking and 

Prioritization phase.  

 

3.1 Phase one: Preprocessing Phase 

Here the less informative and noisy terms in the 

message body were eliminated to lower the 

feature space dimensionality and enhance the 

classifier performance. Stop word removal, 

Lemmatization, Tokenizing and Normalization 

was performed on the data source using the 

NLTK (Natural Language Tokenized) library 

available in python 3 programming language. The 

tokens are separated by blank space; proverbs, 

articles, html tags, noise words and other 

unnecessary contents which were removed and 

keywords were extracted. The tokens generated 

were then used to build a keyword of database 

using the bag of words techniques and the 

frequency of each key term were calculated using 

TF-IDF techniques. 

 

3.2 Phase Two: The Training/Learning 

Phase: In this phase the K-Means and 

Hierarchical clustering (HC) algorithm were 

trained to recognize attributes for each category, 

from the generated tokens that were extracted 

from email messages in the preprocessed phase. 

The tokens were then used to classify emails into 

different categories based on their attributes. 

When a new mail arrives, it compares the 

attributes of the mail with attributes of each 

category and the mail is classified into the 

category having most similar attributes as that of 

the mail. To build the attribute list (also referred 

as keywords database) for each category, the 

emails were classified by k-means and HC 

algorithm into different categories or folders for 

the user. For this phase, three categories for 

emails which are, work, interview and personal 

was created based on the cluster generated from 

100 email samples from a Gmail account. The 

SVM classifier was then made to learn the 

categories (i.e. labels) created by the k-means and 

HC algorithm. This was carried out using the 

Scikit learns library available in python 3 

programming language, where the SVC 

classifier, k-means and HC were imported 

alongside a train/test split. 

 

3.3 Phase Three: The Classification Phase 

After a successful learning process by the 

classifiers, the new unclassified email that arrives 

would be automatically assigned their categories 

or labels. Basically, comparison was performed 

on the contents of the mail with each category 

having a database of keywords. SVC algorithm 

was then used to determine the best matching 
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category for the mail. The new incoming mail 

(also referred to as unclassified mail) was broken 

into tokens and filtered. The tokens were then 

compared with keyword databases of each 

category. The hyper-plane was used to determine 

the category to which a mail belongs to and this 

was carried out for each email to find their 

membership for each category. The category for 

which the mail falls in the optimal labeling and 

the optimal hyper plane were checked and the 

mail becomes classified else the emails stays 

unclassified.  

 

3.4 Phase Four: The Ranking and  

     Prioritization Phase 

The emails in each category, labels or folders 

were then ranked in their order of priority using 

Python function that was built with the following 

conditions: Outbound (i.e. the email message 

with the highest number recipients from a sender 

within the space of one week), Inbound (i.e. the 

email message with highest term frequency), 

Thread (the message with the highest number of 

threads) and date and time of Arrival 

 

3.5 Classification Rule and Algorithm for  

Each Phase 

 

3.5.1 Preprocessing phase: 

1. Load the data source in .xlxs or.tsv  

format  

2. Import nltk library  

3. Import/call the stop words method from 

the library above to filter out stop words 

such as html tags, articles, punctuations 

and noise words 

4. Divide the mail into tokens (both body 

and subject) 

5. Extract keywords and store them 

alongside frequency count using the Tf-

IDF transformer from sklearn. 

 

3.5.2 Training /Learning 

1. For each email, specify its category using 

kmeans algorithm 

2. From Sklearn import kmeans to label and 

categorize mail into clusters 

 Kmeans algorithm model [13] [14] 

Decision steps: 

 

Step 1:  

 Begin with a decision on the value of k = number 

of clusters (I.e. Folders = 3). 

 

 

Step 2:  

Put any initial partition that classifies the data into 

k clusters. The training samples are assigned 

randomly, or systematically as the following: 

i. Take the first k training sample as single-

element clusters 

ii. Assign each of the remaining (N-k) 

training samples to the cluster with the 

nearest centroid. After each assignment, 

recompute the centroid of the gaining 

cluster. 

 

Step 3:  
Take each sample in sequence and compute its 

distance from the centroid of each of the clusters. 

If a sample is not currently in the cluster with the 

closest centroid, switch this sample to that cluster 

and update the centroid of the cluster gaining the 

new sample and the cluster losing the sample. 

 

Step 4: 

Repeat step 3 until convergence is achieved, that 

is until a pass through the training  sample 

causes no new assignments. 

 

3.6 Classification Phase 

 

1. For each newly arrived/ unclassified email, 

divide the mail into set of tokens (consider 

both the subject and the body) 

2. Filter out stop words such as html tags, articles, 

punctuations and noise words and extract the 

keywords. 

3. Load vector output label generated by K-

Means and Hierarchical algorithm. 

4. From Sklearn.svm import SVC to learn 

category in step 3 above. 

 

SVC algorithm model Decision steps [15]: 
i. Initialize  𝑦𝑖 = 𝑌𝐼   for i ∈ I 

ii. Repeat 

Compute SVM solution w, b for data set with 

imputed labels 

Compute outputs 𝑓𝑖 = (𝑤, 𝑥𝑖) + 𝑏 for all xi in 

positive bags 

Set 𝑦𝑖 = 𝑠𝑔𝑛(𝑓𝑖) for every i ∈ I, 𝑌𝐼  = 1 

FOR (every positive bag BI) 

                     IF ( ∑ (1 + 𝑦𝑖)𝑖∈𝐼 /2 == 0) 

i. Compute 𝑖 ∗= 𝑎𝑟𝑔𝑚𝑎𝑥𝑖∈𝐼 𝑓𝑖 

ii. Set 𝑦𝑖 ∗ = 1 

END 

END 

iii. WHILE (imputed labels have changed) 

iv. OUTPUT (w, b) 
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4.    RESULTS AND DISCUSSIONS 
 

The modeling of the email prioritization and 

classification system was carried out using the 

first 100 dataset downloaded from the author’s 

Gmail account. Also another set of different data 

samples sizes from Enron Corpus downloaded 

online was also used. This is presented in the 

Figures 3 and 4, respectively. The dataset was 

divided into 70% for training set and 30% for test 

set. The split was carried out randomly. A total of 

10,100 emails were used for the purpose of this 

research. The Pandas Library was used to load the 

two datasets. 
  

 

 

Figure 3 Sample Dataset from Gmail 

 

 
 

Figure 4 Sample data from Enron-Corpus Dataset 
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The performance of the algorithm in the 

categorization and classification phase was 

measured in terms of Classification report, 

Confusion Matrix, Precision, Recall, F1 score and 

Accuracy. Four methods were used to check if the 

predictions were right or wrong: 

i. TN / True Negative: case was negative 

and predicted negative 

ii. TP / True Positive: case was positive 

and predicted positive 

iii. FN / False Negative: case was positive 

but predicted negative 

iv. FP / False Positive: case was negative 

but predicted positive 

v. Precision: show the percent of the 

predictions that were correct. 

Precision – Accuracy of positive 

predictions. 

Precision = TP/ (TP + FP)  

vi. Recall:  show the percent of the positive 

cases that was catch that is the Fraction 

of positives that were correctly identified. 

Recall = TP/ (TP+FN) 

vii. F1 Score: The F1 score is a weighted 

harmonic mean of precision and recall 

such that the best score is 1.0 and the 

worst is 0.0. The weighted average of F1 

should be used to compare classifier 

models, not global accuracy. 

F1 Score = 2*(Recall * Precision) / 

(Recall + Precision) 

viii. Accuracy: this refers to the overall 

correctness of the classifier. 

Accuracy = (TP+TN)/total support 

 

The classification accuracy is dependent on 

several parameters such as: 

 Number of Input Size (Datasets size) 

 Number of Clusters 

 Total number of emails in considered 

during the training phase. 

 

Only two clusters were created at first, then the 

cluster was then increased gradually and the 

process was repeated for different combination of 

parameters. The results were averaged over ten 

iterations and the best performing configuration 

for the algorithm was then chosen. 

 

Table 1 Performance result of Email Classifier for K-Means and SVM 
 

Size of 

Training 

data 

No. of 

categories 

Accuracy Precision Recall F1 

Score 

100 2 0.833 0.96 0.83 0.76 

200 2 0.983 0.98 0.98 0.98 

600 2 0.977 0.98 0.98 0.98 

1000 2 0.993 0.98 0.98 0.98 

1000 3 0.950 0.95 0.95 0.95 

200 3 0.850 0.88 0.85 0.81 

600 3 0.991 0.91 0.90 0.90 

600 4 0.882 0.89 0.88 0.87 

200 4 0.666 0.68 0.67 0.65 

600 5 0.838 0.87 0.84 0.82 

1000 5 0.863 0.87 0.86 0.86 

Using the steps illustrated in Figure 3,a total was saved 
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Table 2 Performance result of Email Classifier for HC and SVC 
 

Size of 

Training 

data 

No. of 

categories 

Accuracy Precision Recall F1 

Score 

50 4 0.466 0.40 0.47 0.42 

200 3 0.18 0.34 0.45 0.39 

100 3 0.40 0.54 0.40 0.26 

600 5 0.487 0.45 0.54 0.47 

RESULT FOR KMEANS + HC + SVC 

200 2 0.866 0.86 0.87 0.86 

600 2 0.977 0.98 0.98 0.98 

600 3 0.822 0.82 0.82 0.82 

200 5 0.85 0.88 0.85 0.81 

600 5 0.77 0.80 0.77 0.75 
 

Classification report and confusion matrix output generated from experiment in Tables above: 

When Input size = 600, clusters = 2, with a Total support = 180 

Precision    Recall   f1-score   Support 

          0       0.98        1.00       0.99         162 

          1       1.00         0.78      0.88          18 

avg / total       0.98      0.98      0.98         180 

Confusion matrix:  

162 0
4 14

 

The last line gives a weighted average of 

precision, recall and f1-score where the weights 

are the support values. So for precision the avg 

for the 600 dataset samples to 2 clusters 

is:   (0.98*162 + 1.00*18)/180 = 0.98). The total 

is just for total support which is 180 here. 

4.1 Discussion of Results 

KMEANS and SVC 

 The result shows that the larger the size 

of the training data the higher and better 

the accuracy of the classifier with respect 

to a small number of cluster. 

 Also, when two clusters produce several 

keywords in common the classifier’s 

accuracy becomes low, but with distinct 

keywords in each clusters, the better the 

classifier accuracy. 

KMEANS, HC and SVC 

 The result generated here, shows that the 

introduction of HC into the problem 

domain does not yield any significant 

difference compare to when we used K-

Means and SVC 

 Also, the result is the same for all number 

of inputs sample with respect to the 

number of clusters. 

 Except for a case where the number of 

inputs = 600 and clusters = 3, here K-

means and SVC gave an accuracy of 

0.991 while HC + K-means + SVC gave 

an accuracy of 0.822 which shows that 
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k-means + svc performs efficiently 

than HC and SVC combined 

HC and SVC 

 The result showed that HC performs very 

poorly on the email domain. It could not 

handle the classification problem 

efficiently. 

  

 Also, the result shows that HC does not 

perform well with increase in the number 

of dataset that is, the larger the size of the 

training data the lower the accuracy of the 

classifier with respect to any number of 

clusters. 

An overall Accuracy of 0.99 was obtained using 

10,000 email dataset extracted from Enron corpus 

used alongside with 100 email datasets from the 

authors email to make a total of 10,100 email 

used, this was compared with [1], in which their 

classifier accuracy which was above 0.9, in which 

the implementation of the Bayesian algorithm 

was done in Java and A total of 5175 e-mails are 

used for the purpose of their experiment. The 

results also show that larger the size of training 

data better is the accuracy [1].  

 

5.     CONCLUSION 

This research work introduces an approach to 

classify and prioritize email messages into folder 

structures, in a declining order of importance 

according to the priorities of each user’s email 

inbox content using SVM, K-means and 

Hierarchical Clustering method of machine 

learning techniques. En-corpus online datasets 

and few of Author’s personal Gmail inbox 

messages were used to carry out this research 

work. SVM classifier, K-means and Hierarchical 

Clustering Algorithm were used, the classifiers 

gives a reasonable Accuracy and performance 

matrix as mentioned in the result discussion 

section above. The Result shows that the 

proposed model in this study gives a significant 

increase in performance when compared to 

statistical method or other machine learning 

algorithm in previous research work.  
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