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Abstract  

The telecommunications industry understands the hyperlink between consumer pleasure and revenue. 

Customer attrition is a term used in the telecommunications industry to describe when a customer-

company relationship ends. The churn forecast has recently intrigued stakeholders in the 

telecommunications industry. They learned that retaining customers is much more cost-effective than 

acquiring new ones. This paper presents an ensemble-based telecom churn predictive model of machine 

learning (ML) algorithms such as XGBoost (extreme gradient boost), LightGBM, Random Forest (RF), 

and CatBoost. Using ML-based models for predictive analytics is very important in the 

telecommunications industry when it comes to predicting customer attrition. The ensemble method 

model helps the telephone company predict if a customer is likely to cancel. In addition, several 

algorithms such as XGBoost, LightGBM, RF, and Cat Boost have been integrated into this study using 

an ensemble technique called stacking, and metaheuristics have been developed with the telecoms 

business, to forecast customer attrition. According to the results of this study, the proposed method 

confirms performance in predicting customer churn with an accuracy of 92.2%. 
 

Keywords: Customer churn, Telecommunication, Extreme gradient boost algorithm, Random forest, LightGBM, 

Machine learning, Customer satisfaction, Churn prediction 

 

1.    Introduction 

 

Churn prediction is critical in a variety of 

businesses, including life insurance, finance, 

healthcare, and telecommunications. Over the 

past two decades, mobile communication has 

emerged as the primary channel of 

communication [1]. Churn prediction has grown 

to be a major problem for telecom firms since new 

technology and rivals are quickly emerging [2]. 

In order to offer them a retention solution, a 

customer churn prediction model can accurately 

identify probable churners [3].  Churn Prediction 

is becoming more precise and practical thanks to 

recent advances in machine learning (ML) and 

artificial intelligence [4-5]. It is crucial for 

identifying clients who are likely to leave a 

business or its services at an early stage [2].  

 

Throughout the previous two decades, the 

telecom sector has grown to be one of the most 

significant industries in developed countries [6]. 

Due to the abundance of data available in the 

telecom business, data mining is essential for 

prediction and analysis [7]. To save money on 

client retention and to increase profit margins, 

churner prediction is the fundamental application 

area. In the telecom industry, data mining 

techniques are utilized to track customer turnover 

patterns. 
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Due to the rising number of telecom users, 

corporations today provide a wide range of 

services to keep clients [8]. Churn is the term for 

the phenomena where a client moves service 

providers in order to receive better advantages 

and services [9]. A service provider's business 

will experience revenue loss if a customer 

switches. The probable churners can be identified 

by prediction, and retention strategies can be 

offered to them. There are numerous mining 

algorithms that categorize customers' behaviour 

into churners and non-churners. 

 

An effective churn prediction model should 

effectively utilise a huge churner's recognition 

requires a large amount of previous data, 

according to existing studies [10-11]. 

Nevertheless, a number of shortcomings in the 

current models make it impossible to carry out 

churn forecast with great accuracy and 

effectiveness [12]. A lot of data is generated in the 

telecom business is produced that has missing 

values [13]. Prediction models in the literature 

produce poor or erroneous findings when based 

on this kind of data. To address this problem, data 

preparation is now carried out, and missing values 

are imputed using ML-based techniques, 

producing good performance and categorisation 

correctness.  

 

Despite the fact that feature extraction is 

performed in the literature as well, some crucial 

aspects that are rich in information are overlooked 

when developing models. Additionally, model 

creation is done using statistical approaches, 

which results in poor classification results. Also, 

benchmark datasets are not employed in the 

research for model assessment, which leads to a 

poor depiction of the true nature of the data. 

Without benchmark datasets, fair comparisons 

between different models cannot be made. It is 

possible to fix the current problems and more 

precisely forecast churn by using an intelligent 

model. Researchers have also used various ML-

based techniques to address the consumer 

problems, however these ML-based solutions are 

ineffective in anticipating customer attrition. 

 

Therefore, based on the issues in the existing 

research, this study proposes ensemble-based 

classifier for churn prediction in 

telecommunication industry. The In this study, 

the Synthetic Minority Oversampling Method 

(SMOTE) is employed to deal the unbalanced 

datasets. The proposed model's contributions are 

as follows: 

i. presents ensemble-based classifiers for 

the telecom industry's Customer Churn 

Prediction. 

ii. feature selection technique, feature 

extraction, and SMOTE for balancing the 

data are all applied; 

iii. duplicates, noise, and missing values are 

removed from the data before being 

prepared; 

iv. apply an ensemble of ML-based 

techniques on the data, including 

CatBoost, Random Forest (RF), 

LightGBM, and XGBboost.  

v. analyze how well the data respond to the 

meta algorithm. 

 

2.    Related Works 

 

The ability to predict that a customer is at high 

danger of leaving while there is still time to act is 

a new revenue source for any firm. As a result, 

there has been investment in this field, as well as 

study and testing of a variety of approaches. The 

use of Support Vector Machine (SVM) to forecast 

churn in subscription services was one of the 

ways examined [14]. The purpose was to use this 

method to create and fine-tune a reliable churn 

model. The model performance was compared to 

that of logistic regression and RF in forecasting 

client attrition. The area under the curve was 

chosen as the major criterion for evaluating the 

authors' models (AUC). Their SVM models had 

the best AUC value of 85.14, while the RF model 

used as a benchmark had an AUC of 87.21. 

 

The usefulness and the effectiveness of decision 

tree and logistic regression approaches were 

evaluated by Dahiya and Bhatia [15]. They came 

to the conclusion that the decision tree technique 

had a higher accuracy than the logistic regression 

technique. Wangperawong, et al. [16] looked at a 

dataset with over 6 million customers. Only 12 

criteria were used to characterize each consumer, 

and the data was presented as an image. The 

experiment was carried out with the 

Convolutional Neural Network (CNN) 

architecture, which resulted in a high AUC score 

of 0.743. 

 

Burez and Van [17] compared three 

categorization methods: logistic regression, 

automated relevance determination (ARD), 
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Neural Networks (NN), and RF. With an AUC of 

83.19, the RF model provided the best match in 

this study. The ARD and NN models both had an 

AUC of 83.10, which was similar. To evaluate the 

churn forecasting accuracy of Multiple 

Regression Analysis, Logistic Regression 

Analysis, Multilayer Perception (MLP), and NN 

techniques, Ismail, et. al. [18] conducted an 

experiment. MLP had the highest overall 

accuracy of almost 91 percent, according to the 

results. Verbeke et. al. [7] compared different 

client retention techniques. The authors selected 

21 approaches to simulate in both the training and 

testing sets and assessed their AUC and 

percentages of correct answers properly 

categorized (PCC) occurrences. Some of the 

algorithms available are SVM with various 

kernels, C4.5, RF, and k-NN. With AUC values 

of 0.8249 and 0.8319 in both the train and test 

sets, the RF obtained the greatest AUC. 

 

Coussement et. al. [19] compared an optimized 

logistic regression, bagging, Bayesian network, 

and Naive Bayes were applied to eight cutting-

edge data mining algorithms employing common 

input data, comprising genuine cross-sectional 

data from a large European telecoms operator, 

DR, NN, RF, SVM, SGB. The following 

conclusions are drawn as a result of the findings. 

First off, advances in the region underneath the 

reception operational characteristics curve and 

34% in the highest decile lift show that analysts 

are becoming more conscious of the effect that 

their data-preparation process has on churning 

predictive accuracy.  

 

Improved regression analysis technique also 

faces competition from more powerful individual 

and ensembles data gathering techniques, which 

is the second point. Huang et. al. [20] looked into 

the problem of customer churn in the big data 

platform. The researchers hoped to demonstrate 

that, based on the quantity, variation, and 

mobility of the data, big data may significantly 

enhance the process of churn prediction. A big 

data system was used to generate cracks in data 

from the Operation Support and Business Support 

divisions of China's largest telecoms corporation 

was required. AUC was used to evaluate the RF 

method. 

 

Makhtar et. al. [21] proposed a technique for 

predicting churn in telecom using rough set 

theory. The Rough Set classification algorithm 

surpassed other algorithms such as Linear 

Regression, Decision Tree, and Voted Perception 

Neural Network, as stated in this research. The 

topic of unbalanced data sets, where churned 

customer classes are smaller than active customer 

classes, has been studied in several studies since 

it is a major issue in the churn prediction problem.  

 

Amin et. al. [22] provided a novel churn 

prediction model based on the classifier's 

confidence estimation using the distance factor. 

They separated the dataset into two groups with 

high and low certainty before grouping the zones 

based on distance into distinct zones. They found 

that individuals in the region with a higher 

proximity factor value (i.e., high confidence 

client attrition and non-churn) had higher 

accuracy while using Nave Bayes as a 

classification (i.e., churn prediction and non-

churn with minimal confidence) than those in the 

region with a smaller range factor value. On the 

four datasets utilized, accuracy in the last tenth 

iteration was (82.9%1 and 84.3%, 70.6% and 

74.8%, 70.0% and 89.0%, 57.0% and 56.0%). 

 

Andrews et. al. [23] employed a collection of 

10,000 telecom customer information, each 

having 21 characteristics, 2900 of which are 

Belgian Telecom churners. To check the accuracy 

of the prediction, they employed profound the 

region underneath the curve rating was 0.89 using 

classifier model and 10-overlap crossing approval 

procedures. Ahmad et. al. [24] developed ML-

based approaches on a big data infrastructure for 

analyzing SyriaTel's telecom statistics, which 

included all client information during a 9-month 

period. The Decision Tree, RF, GBM, and The 

model made extensive use of XGBoost methods. 

83, 87.76, 90.9%, and 93.3% were the AUCs for 

the four models. The best results were obtained 

using XGBoost, which achieved 93.3% while 

using SNA features, which increased model 

effectiveness from 84% to 93.3%. The model was 

created in the Spark environment and tested.   

 

3.   Methodology  

This study proposes Ensemble techniques that 

have revealed their advantages over single 

technique. However, it is not known which of the 

ensemble techniques can achieve the best in 

customer churn prediction. Therefore, the data 

will be subjected to stacking, a type of ensemble 

approach. For churn prediction, this study tends 

to recommend a combination of the XGBoost, 
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LightGBM, RF, and CatBoost algorithms. The 

reason the models were Low variance and high 

bias Base models should be combined in such a 

manner that the ensemble model is less biased 

while maintaining high variance. Weak models 

should be merged in such a way that the robust 

paradigm is strengthened. The decision-making 

mechanism is strengthened in the face of lacking 

data thanks to ensemble classifier, which is 

another advantage over features. 

 

3.1 Proposed Framework 

In order to fill the research gaps and provide an 

effective approach to the study, an innovative 

framework has been proposed in Figure 1. The 

proposed framework provides a clear approach 

of the analysis in this study. It consists of twelve 

components as seen in framework. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Theoretical Framework of the System 

3.2 Dataset Collection 

The customer churn dataset downloaded 

fromKaggle.com, is an open-source dataset with 

3333 observations and 21 characteristics. The 

'Churn' function displays customer churn and 

non-churn based on current conditions. 

Approximately 14.5 percent of 'Churn' is labeled 

as 'T,' while 84.5 percent of 'non-churn' is labeled 

as 'F.' the training and test datasets are made up of 

80 percent (2666 occurrences) and 20 percent 

(667 instances) of the dataset, respectively. 

 

3.2.1 Data Pre-processing  

Data preparation is a technique for transforming 

the first procedure used on the churn prediction 

data is data pre-processing. After pre-processing 

the based on the data, the suggested churn 

forecasting model included the following 

activities. 

 

3.2.2 Data Cleaning 

When there are incomplete, duplicate, or noisy 

variables in the data, prediction becomes quite 

challenging. Hence, data cleaning is done to 

eliminate duplicate data, identify and remove 

noise/error values, and substitute entries with 

actual values calculated by the mean of each 

property. 

 

3.2.3 Feature/Variable extraction 

The key stage in data pre-processing is feature 

selection. The most significant features are 

chosen for the prediction model through the use 

of forward selection during feature selection. 

 

3.2.4 Data Normalization 

Because ML-based models are mass-based, 

they rely on a variety of features. Due to 

levels, data may be distorted into different 

locations, causing some values to update 

more quickly than others [3, 11]. It is crucial 

to use statistical normalization to solve this 

issue because it allows the calculation of the 

𝑍 − 𝑠𝑐𝑜𝑟𝑒 function for each feature value 

(𝑣(𝑖)), and calculate thus: 

 

𝑍(𝑖) =  
𝑣(𝑖)− 𝜇

𝜎
    (1) 

where 𝜇 is the mean of the values for a 

particular function (𝑣(𝑖)(𝑖𝜖 1, 2, 3, … , 𝑛)) 

and 𝜎 is the standard deviation. 

Data Collection 

Data Segmentation 

Data Preprocessing 

Feature Extraction 

Feature Engineering 

Data Normalization 

SMOTE to handle imbalanced 
data 

XGBoost LightGBM Random 

Forest 

Ensemble Technique + CatBoost 

 

Model 
Evaluation 
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3.3 SMOTE 

SMOTE (Synthetic Minority Oversampling 

Technique) is a data preprocessing method 

algorithm that generates synthetic data points. By 

adding fake along the sample points linking 

any/all of the k examples to each 

underrepresented class instance outnumbered 

class ensemble classifiers, this class is 

oversampled. Using this approach, the overfitting 

problem is resolved and the decision region of the 

instances of the outnumbered class is expanded. 

The newly synthesized sample by SMOTE is 

depicted by equation (2). 

 

𝑇𝑛𝑒𝑤 = 𝑇 + (𝑇�́� − 𝑇) × 𝑎(0,1)          (2) 
 

Where 𝑇𝑛𝑒𝑤 is the newly created synthetic data, T 

are samples from the Minority class, 𝑇�́� are chosen 

examples from the ensemble, and 𝑎 are random 

numbers between 0 and 1. 

 

3.3.1 Test Data 

It is not advisable to train and test a model created 

on the same dataset since no one can tell if the 

model merely remembered the data or if it 

generalizes well to new, unknown data. A basic 

procedure of random sub sampling is used to 

divide a dataset into training and test sets. Eighty 

(80) percent of these data at random for our 

training set and twenty (20) percent for our test 

set. 

 

3.3  Classification Algorithms 

 

3.3.1 XGBoost (extreme Gradient Boosting) 

XGBoost is a networked gradient boosting toolset 

that focuses on adaptability, versatility, and 

performance. It creates ML-based methods by 

employing Gradient Boosting framework. The 

parallel tree boosting algorithm XGBoost, 

commonly known as GBDT or GBM, is effective 

at swiftly and precisely resolving a range of data 

science problems. In a distributed context, the 

same technique may be used to solve problems 

with billions of cases (Hadoop, SGE, and MPI). 

In comparison to other gradient boosting 

algorithms, XGBoost is roughly ten times faster 

and has a high predictive power [25].  

 

3.3.2 LightGBM 

It is a gradient boosting paradigm built around 

decision trees that's quick, distributed, and high-

performing. In contrast to previous boosting 

techniques, it breaks the tree leaf by leaf with the 

best match. When the dataset is enormous, Lite 

GBM performs better than every other method. 

On a big dataset, Light GBM runs faster than the 

other algorithms [28]. 

 

3.2.3 Random Forest    

 In RF, the tree predictors are mixed, with each 

tree relying on independently chosen values from 

a spanning all trees, a randomized vector that has 

an identical dispersion. RF model performs the 

following: Random groups are created from the 

original dataset (bootstrapping). To identify the 

appropriate split, just a random collection of 

characteristics is checked at each node in the 

decision tree. A decision tree model is fitted to 

each subgroup. Averaging the forecasts from all 

decision trees yields the final prediction [26]. 

 

3.3.4 CatBoost 

CatBoost provides a gradient boosting framework 

that, in contrast to the standard technique, aims to 

solve for categorical features using a 

permutation-driven alternative [27]. When 

measures of variability contain a large number of 

labels (i.e. they are highly cardinal), one-hot-

encoding them increases significantly the 

dimensionality of the dataset, proving it 

challenging to deal with. Unlike other ML-based 

techniques, CatBoost can work with explanatory 

data autonomously and does not require a large 

amount of data pre-processing [27]. 

 

3.4 Performance Evaluation Metrics  

In this study, accuracy, the area under the curve 

(AUC) and memory rating are used to calculate 

assess the suggested ensemble approach for 

determining consumer churn. If it is expressed 

this equation is derived in terms of True Positive 

(TP), False Positive (FP), and False Negative 

(FN): Because the datasets utilized in this study 

are skewed, the fraction of accurate matches 

(called accuracy) would be unhelpful in 

evaluating model performance. The confusion 

matrix provides a comprehensive knowledge of 

the model's forecasts. The confusion matrix 

computes the crucial True Positive (TP), False 

Positive (FP), and False Negative (FN) values 

(FN). It would be preferable to have a single 

number to represent overall performance rather 

than many per-class F1 scores. 
 

3.4.1 Accuracy    

It is described as the proportion of samples that 

the classifier successfully assigned to all of the 

samples in a given test dataset. 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃 𝑇𝑁)

(𝑇𝑃+TN+ 𝐹𝑃+𝐹𝑁)
       (3) 

 

 ‘TN’ is True Negative, ‘TP’ is True Positive, 

‘FN’ is False Negative and ‘FP’ is False Positive. 

 

3.4.2 Area Under Curve (AUC) 

AUC is one of the most widely used measures for 

evaluation. It is used to solve Problems with 

binary categorization. AUC is the likelihood that 

a classifier would select a randomly selected 

positive example over a randomly selected minor 

mistake.  

 

3.4.3 Precision 

Precision is computed by dividing the number of 

TP by the overall number of TP and FP. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
       (4) 

 

3.4.4 F1 Score 

Both precision and recall should be examined in 

order to evaluate model performance fully. The 

F1 score is a helpful statistic that considers both 

of them. For a more realistic assessment of model 

performance, use the harmonic mean of recall and 

accuracy. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
  (6) 

 

4      Implementation and Results 
 

The VS Code was used to build the web app and 

Jupyter Notebook was used to build the model. In 

this experiment, the SMOTE library and feature 

extraction was used for improving the model and 

the train test divide function from the scikit-learn 

package was used to partition the data. 

 

The customer churn information is freely 

available with 3333 observations and 21 

characteristics [29]. The 'Churn' function displays 

in accordance with present situations, consumer 

churn and non-churn are calculated. Roughly 

14.5% of 'Churn' is caused by labeled as 'T,' while 

84.5% of 'non-churn' is labeled as 'F.' the training 

and test datasets are made up of 80% (2666 

occurrences) and 20% (667 instances) of the 

dataset, respectively. 

 

The smote and pandas library were used for 

handling the imbalanced data and also pre-

processed data. Figure shown a sample of 

Telecommunication Customer Churn Dataset. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 2: Telecommunication Customer Churn Dataset. 
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Table 1. The performance result of XGBoost algorithm 

 

 Precision Recall F1-Score Support 

0 0.94 0.85 0.89 783 

1 0.86 0.94 0.90 761 

Accuracy    0.90 1544 

Macro Average 0.90 0.90 0.90 1544 

Weighted Average 0.90 0.90 0.90 1544 

Support represents the number of samples for the target values (0 and 1). 

 

The macro averaged precision represent the 

arithmetic mean of the precision of the two target 

values, the macro averaged recall represent the 

arithmetic mean of the recall of two target values 

and the macro averaged F1_score represent the 

arithmetic mean of the F1_scores of the target 

values (0 and 1) obtained by comparing the actual 

outcomes to the predicted outcomes by the 

Xgboost algorithm. 

 

The weighted-averaged accuracy is obtained by 

taking the median of all per-class accuracy while 

taking into account the supports of each class, and 

the weighted-averaged recall is derived by taking 

the mean of all per-class recall while taking into 

account the supports of each class. The weighted-

averaged F1 score is generated by averaging all 

per-class F1 scores while taking into account each 

class's support gotten as result of prediction by the 

Xgboost algorithm. In other words, The F1 score 

that has been weighted averaging is the sum of the 

multiplication of the f1 score with the support 

proportion for each of the target values. 
 

Table 1 shows the performance of results of 

XGBoost algorithm with F1-Score of accuracy of 

0.90, macro average score for precision and 

Recall is 0.90 respectively. 

 

Table 2 shows the performance result of 

LightGBM algorithm with F1-Score of accuracy 

of 0.89, macro average score for Precision and 

Recall is 0.90 and 0.89 respectively. 

 

Table 3 revealed the performance result of RF 

algorithm with F1-Score of accuracy of 0.89, 

macro average score for Precision and Recall is 

0.90 and 0.90 respectively. 
 

Table 4 shows the performance result of Cat 

Boost algorithm with F1-Score of accuracy of 

0.84, macro average score for Precision and 

Recall is 0.84 and 0.84 respectively.

 

Table 2. The performance result of LightGBM 

 Precision Recall F1-Score Support 

0 0.94 0.84 0.89 783 

1 0.85 0.95 0.89 761 

Accuracy    0.89 1544 

Macro Average 0.90 0.89 0.89 1544 

Weighted Average 0.90 0.89 0.89 1544 

Support represents the number of samples for the target values (0 and 1). 

 

 

Table 3. The performance result of Random Forest 

 Precision Recall F1-Score Support 

0 0.95 0.84 0.89 783 

1 0.85 0.96 0.90 761 

Accuracy    0.90 1544 

Macro Average 0.90 0.90 0.90 1544 

Weighted Average 0.90 0.90 0.90 1544 

Support represents the number of samples for the target values ( 0 and 1).
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Table 4. The performance result of Cat Boost 

 Precision Recall F1-Score Support 

0 0.89 0.78 0.83 783 

1 0.80 0.90 0.85 761 

Accuracy    0.84 1544 

Macro Average 0.84 0.84 0.84 1544 

Weighted Average 0.85 0.84 0.84 1544 

Support represents the number of samples for the target values ( 0 and 1).

 

4.1 Customer Churn Predictor Application 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Customer churn prediction app. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Customer Churn Predictor App 
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4.1 Ensemble Model Outcome 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Ensemble Model Outcome. 

 

4.2 Exploratory Data Analysis Carried Out 

 

Data scientists utilize exploratory data analysis 

(EDA) to analyze and investigate data sets and 

define their key attributes, typically utilizing data 

visualization tools.; 

 

Figure 7 displayed the visualization of the gender 

feature in the dataset to get an insight on the 

number of males and females that are churners 

and non-churners. From figure 7 it was revealed 

that there more female that are churn than male 

churners.  

 

Figure 8 shows a visualization of the partner 

feature in the dataset to give a diagrammatic view 

of the number of single and married persons that 

are churners and non-churners. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: Gender feature 
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Figure 8: Partner feature 

 

Figure 9 shows a visualization of the dependent 

feature in the dataset to give a diagrammatic view 

of the number of independent and dependent 

persons that are churners and non-churners. 

Figure 10 revealed the visualization of the phone 

service feature in the dataset to get an insight on 

the number of those that have access to phone 

service, no access to phone service that are 

churners and non-churners. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9: Dependents feature 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10: Phone Service feature 
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Figure 11 displayed the visualization of the 

internet service feature in the dataset to get an 

insight on the number of those that use DSL, 

Fiber Optic or no internet service that are 

churners and non-churners. 

 

Figure 12 shown the visualization of the online 

security feature in the dataset to get an insight on 

the number of consumers that have no access to 

internet service, access to online security or no 

access to online security that are churners and 

non-churners. 

 

Figure 13 displayed the visualization of the online 

backup feature in the dataset to get an insight on 

the number of consumers that have backup 

service, no access to internet service and no back 

up service that are churners and non-churners. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 11: Internet Service feature 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12: Online Security feature 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 13: Online Backup feature 
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4.3 Comparison of the proposed models with existing approaches 

 

Table 5: Comparison of the proposed models 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

As revealed from table 5, the study outperformed 

the existing models in the literature in term of 

accuracy. In this study, ML-based algorithms 

were applied on customer churn dataset to predict 

customer churn in telecommunications industry. 

Various classification models were combined to 

propose an efficient system for predicting 

customer churn. This study makes use of four 

various ensemble classifiers to build a meta 

algorithm for the prediction of churn in the 

telecommunications business.  

 

The classifiers utilized in this investigation are as 

follows; XGBoost, LightGBM, RF and CatBoost. 

After ensemble technique was applied for the 

combination of various algorithms to form a meta 

algorithm, an accuracy of 92% was achieved. The 

application of ML-based algorithms for 

predicting analysis is very important in the aspect 

in the telecommunications business of estimating 

customer churn. The system created using 

ensemble technique will help telecommunication 

companies to predict if their customers are 

potential churners. Results in this study show that 

the proposed method proves its performance in 

predicting customer churn with an accuracy of 

92.2%. From these results, it can be concluded 

that the proposed method performed better than 

existing models stated in this study. 

 

 

 

 

5.  Conclusion  

 

Predicting customer attrition is a serious issue for 

telecom firms. Identification of consumers who 

are dissatisfied with the services offered enables 

businesses to improve their weak points, pricing 

strategies, marketing initiatives, Leveraging 

consumer preferences to reduce the causes of 

turnover. In literature, a number of techniques are 

employed to predict client churn. The suggested 

approach concentrated on providing different 

ensemble classifiers for highly accurate customer 

churn prediction in the telecom industry.  

 

The churn prediction dataset, which was gathered 

from an open data source, was then used to 

evaluate the proposed models. The proposed 

models revealed an accuracy of 92.2%, and 

outperformed other state-of-the-art models in 

terms of classification and prediction accuracy. 

Big data analytics can be used to further this 

research in the future. The amount of consumer 

satisfaction with telecom services can be 

determined through social network analysis, and 

these services can subsequently be provided to 

lower the churn rate. 

 

 

 

 

 

 

 

Authors Model(s) Accuracy (%) 

[22] NB 89% 

 [7] SVM + RF + KNN 83.19% 

 [30] NN 91.1% 

 [17] LR + ARD + NN + RF 

83.19% 

 

Proposed 

Model XGB + LightGBM + RF + Cat Boost 92.2% 
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