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Abstract  

The majority of typical online attack methods are thoroughly researched and documented. Countries, 

corporations, people, and vital infrastructures that depend on information technology for daily operations have 

suffered financial losses, the loss of personal information, and economic harm as a result of web-based 

intrusion. However, foreseeing an attack before it happens can aid in its prevention. This research proposes a 

predictive model for web-based attacks and a performance comparison of random forest with and without 

feature selection to secure the availability, integrity, and secrecy of networks, computer systems, and their data. 

The CIC-Bell-IDS2017 dataset, which includes typical and contemporary intrusion attacks, served as the raw 

data source for the proposed model. A python-based programming environment and interface for Anaconda 

Navigator, Jupyter Notebook, was used to create the predictive models. Performance evaluation and 

comparative analysis were conducted, and the results demonstrate that, once big data analytics (feature scaling 

and feature selection) were applied to the dataset, the models' prediction accuracies improved, creating a 

potential intrusion detection system. The outcome yielded excellent accuracy and model development times in 

both cases, with 97% and 98% precision for both sets and model development times of 35 seconds for the raw 

set and 15 seconds for the reduced set, which is an important factor when deploying machine learning models in 

a real-time setting. Random Forest is more computationally expensive than Correlation feature Selection-based 

classifiers, but having higher predictive accuracy, according to a comparison. Both of these methods work well 

and each has advantages and disadvantages. The use of big data analytics (PySpark) was found to help machine 

learning models perform better, resulting in better intrusion detection system. 

Keywords: Web Based Attacks, Random Forest, Correlation Feature Selection, machine learning  

 

1. Introduction 
 

Information Technology is becoming a 

significant part of our daily life, and one used to 

a great extent, to help solve difficulties since we 

live in a dynamic and fast changing 

environment. Web-based systems and 

applications have always been a significant part 

of this Information Technology [1]. Generally, 

Information Technology is becoming more 

crucial now that many of critical infrastructures, 

i.e. health sector, banking sector, business 

sector, commutations sector, and networking are 

depending on them. The World Wide Web is 

expanding daily and the internet has become a 

necessity for everyone.
 
The use of the internet 

by individuals, academia, government, business 

and organizations across a variety of industries, 

has drastically expanded during the past decade
 

[1]. Internet information resources are rapidly 

expanding and are now present in many aspects 

of daily life. Web applications can provide 

excellent digital experiences, but only those that 

are secure can properly deliver this service [2].
  

 

Web-based systems provide organization and 

businesses with quick and easy operation 

through digitalization and automation of 

process. However, web-based applications 

vulnerabilities in coding and databases can now 

be exploited by attackers to gain illegal access 

to user system and personal information [2]. 

Attackers now target web applications explicitly 
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and create variety of malicious web content in 

an effort to obtain information from a specific 

company or individual who is in possession of 

valuable information [3]. 

 

Even though most of these organizations install 

firewall, antimalware, and other traditional 

security systems, they are still unable to stop the 

vast majority of Web attacks. The Identification 

and prevention of various forms of cyber-attacks 

are becoming more difficult due to the limits of 

traditional security methods. It is getting harder 

to secure the integrity confidentiality and 

availability of web-based systems even though 

users rely more and more on them.  

 

Due to the sensitive, valuable, and sufficient 

information collected from users and held by 

these systems, web-based systems and 

applications are frequently the target of hackers 

who want to steal information, make money, or 

engage in other illegal actions, leading to 

disastrous effects on the finances and reputation 

of system users
 

[3]. Web-based attacks are 

transmitted as internet and web-based system 

usage grows. Between 2020 and 2021, the 

number of fraudulent web application requests 

increased by 88% with more than 75% been 

injection and broken access control attacks. 

Banking and finance sector, along with Software 

as a Service providers, were the most frequently 

attacked sectors in 2021, combining for more 

than 28% of web-based attacks. 

 

Information-Technology Promotion Agency 

(IPA) estimates that more than 75% of attacks 

are now targeted against web applications [4].  

And Over 80% of online applications on the 

internet have at least one significant 

vulnerability [5]. According to the 2017 Internet 

Security Treat Report (ISTR) more than 76% of 

the websites that were scanned were deemed to 

be vulnerable [4]. 

 

This vulnerability is of various categories; 

however, web-based attacks mostly employ 

SQL injection and Cross-site scripting. SQL 

Injection is a type of web attack that target 

database-driven website and involve an intruder 

inserting malicious SQL queries into the 

database using data sent from the client to the 

server [4]. These attacks have grown as more 

web applications are made available in the 

cloud, posing a serious danger to web-based 

services and various web application programs. 

Cross-site scripting is a form of attack in which 

the victims’ web browser is used to run or 

download malicious script from remote online 

pages [5]. 

 

Due to the increase in web-based applications 

and systems and the inability of traditional 

system to defend against this attack efficiently, 

attackers are now focusing more on exploiting 

web-based vulnerability. However, machine 

learning techniques which have been employed 

by several researcher/study in the field of 

Cybersecurity and Data mining for the task of 

predicting attack before they occur based on 

knowledge acquired from data [6].  This 

approach can also be used against web-attack by 

predicting this attack before they actually occur. 

In terms of web-based attack security, intrusion 

detection methodology is still relatively new. 

IDS are generally made to monitor and find 

intrusive online activity. However, network-

based assaults differ significantly from web-

based attacks in terms of their properties [7]. 

 

Machine learning predictive models learn by 

looking for patterns in a set of input data. It uses 

classification algorithm to classify data and 

foretell future events. It is an essential part of 

predictive analytics, a sort of data analytics that 

makes use of both recent and old data to predict 

activity, behavior, and trends [5].  Predictive 

modeling is a statistical method that uses data 

mining and machine learning to predict and 

anticipate likely future outcomes using historical 

and existing data [6]. 

 

Attackers carefully target organizations by 

exploring its vulnerabilities and infiltrating their 

network and control systems using many 

different types of attack: Trojan horse, Viruses, 

Worms, Ransomware, Man-in-the-Middle 

Attack, Denial-of-Service Attack (DoS), 

Distributed Denial-of-Service Attack (DDoS), 

SQL Injection, Cross-Site Scripting, User/Root 

Access Compromise, Phishing Attacks and 

Zero-Day-Attack [6]. They are indeed ready to 

incur great costs, time, and expertise in order to 

accomplish their goals.   

 

Users have belief that the private and secure 

handling of their sensitive personal information 

on the website like their credit card, social 

security, medical information becomes public 
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due to intrusion in the form of Web- based 

attacks with potentially serious repercussions.  

Cyber-intrusion and cyber-security continue to 

be a serious issue for any sector in the 

cyberspace as a number of security breaches 

keep increasing, and modern attacks keep 

evading traditional Cybersecurity procedures 

and blacklist approach by using impressive 

highly sophisticated techniques, they can be 

difficult or even impossible to detect even 

though most of these attacks are variants of 

previously known attacks with known 

signatures. It is known that thousands of zero-

day attacks are continuously emerging because 

of the addition of various protocols, mainly 

from the field of Internet of Things (IoT).  

 

 In 2020 Cybersecurity Ventures predict that 

global cybercrime costs will grow by 15% each 

year for the next five years, reaching at least 

10.5 trillion USD annually by 2025, up from $3 

trillion USD in 2015 [5].  The United State 

Government alone invested over 16 billion USD 

for cyber security and defense in the 2019 fiscal 

year’s budget, which increase to almost 19 

billion USD in 2020 fiscal year’s budget [8].  

This now leads to many researchers and study, 

leveraging different data science techniques and 

artificial intelligence to create anomaly-based 

IDSs that can detect unknown attacks, using 

different architecture, methods, approaches, and 

algorithms such as statistics, data mining, 

machine learning techniques, advance analytics, 

and hybridization of system.  

 

Therefore, this study proposes a predictive 

model for intrusion detection, that uses Data 

Analytics for feature scaling and feature 

selection, in order to select the most relevant 

features and to improve the model performance, 

and machine learning techniques for 

classification and prediction of attack.  

 

2. Related Works  

 

This section discusses the literature utilized in 

this culminating study. The literature spotlights 

knowledge gaps for discussion and techniques 

seen in later section. 

 

Alongside the rise in cyberattacks, the internet 

and web-based applications have been 

expanding quickly. Requests that are seen as 

normal or odd are used to carry out these 

assaults (attack requests). As a result, an 

intrusion attempt could be a classification issue. 

In order to improve the security of web services, 

machine learning algorithms are employed to 

train models to categorize this request. 

 

An organization's network can be attacked by 

hackers through unprotected Web applications. 

According to statistics, 42% of web apps are 

vulnerable to threats and hackers. Although the 

widespread use of web-based apps and the 

emphasis on data storage on the internet have 

been productive and beneficial, they have also 

made the system's flaws more obvious [1]. 

 

Due to the ongoing increase in web threats, web 

application security is currently one of the most 

important challenges in information security. 

Over 76% of the websites scanned were 

determined to be vulnerable, according to the 

Internet Security Treat Report (ISTR) 2017. 

Additionally, according to the research, there 

were 35% more web-based security breaches in 

the first quarter of 2017 than there were in the 

same period in 2016 [5]. Researchers have 

suggested many Intrusion Detection strategies 

over the years to deal with the complexity and 

number of threats to computer systems that have 

grown over time. In the domain of behavior-

based intrusion detection systems, Random 

Forest models have been delivering a 

noteworthy performance on their applications. 

Classification, feature choice, and proximity 

metrics are provided using particulars of the 

Random Forest model [8]. 

 

In order to discriminate between regular and 

abnormal traffic, cleaned and labeled the CSIC 

HTTP 2010 dataset before conducting the 

experiments. In order to find missing features 

for a typical attack, the data was finely 

preprocessed using a Python script. 

Additionally, by using various Machine 

Learning classifiers like J48, Naive Bayes, 

OneR, and Decision tables that use evaluation 

metrics to find the accuracy using Weka 3.8, 

feature extraction. Dataset played a key role in 

identifying malicious behavior and the attack 

types like SQL injection (SQLi), Cross-Site 

Scripting (XSS), and Buffer Overflow [24].  

Additionally, 20 features were extracted with 

enhanced web-based attack detection thanks to 

the use of fine-tuned feature set engineering, 

raising the true positive rate. Last but not least, 
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the J48 decision tree algorithm was shown to be 

the top performing algorithm with the best 

attack detection rate of 94.5% in testing results 

using three machine learning algorithms (J48, 

Naive Bayes, and OneR). 

 

This study reviewed existing literatures to 

understand predictive models, cyberattacks, web 

attacks, machine learning techniques and 

algorithms. The reviews show that making use 

of data science, data mining, and machine 

learning has been directed towards the 

development for predictive models for different 

types of cyberattacks including web-based 

attack by several researchers. It also shows the 

different dataset and classification algorithm, 

mostly used for predictive models and their 

merit and demerit. Furthermore the researchers 

also called for further researches on the subjects. 

This study make use of a fraction of CIC-Bell-

IDS2017 dataset that contains only web attack 

to create a predictive model specifically for 

those types of attacks, instead of making use of 

a general attack dataset like most other study 

and comparatively evaluate the performance of 

random forest with or without feature selection. 

 

3. Methodology 

 

This section elaborates the research techniques 

and method that are used to achieve the stated 

aim and objectives of the study. This study 

proposes an architecture that uses Machine 

Learning Techniques, (Random Forest) and 

Feature Selection to predict network intrusions 

and comparatively evaluate the performance of 

the Random Forest with and without Feature 

Selection. It also intends to elaborate on all the 

phases and stages involved in the development 

of a predictive model for Web-Based attacks 

which includes planning, organizing and 

building up of every stage require making the 

system model functional. The methods of data 

collection adopted for this research work is 

secondary data collection method which is the 

dataset created by the Canadian Institute of 

Cybersecurity (CIC) and Bell Canada (BC) 

Cyber Threat Intelligence (CTI). The 

experiments were done on a 64-bitWindows7 

operating system with 4GB of RAM and a Intel 

Pentium (R) Dual core CPU at 1.90GHz per 

core.  

 

The step by step guide taking cognizance of the 

research aims and objectives is summarized in a 

work process diagram/conceptual 

framework/system architecture in Figure 1. 

 

3.1  Data Collection and Description of 

Dataset 

 

This research work used a fraction of a modern 

big intrusion dataset created by the Canadian 

Institute of Cybersecurity (CIC) and Bell 

Canada (BC) Cyber Threat Intelligence (CTI), 

generally refer to as the CIC-Bell-IDS2017 

dataset, which contains common and modern 

attacks. 

 

This dataset specifically consists of 2,830,743 

records created on 8 files, each of which has 78 

unique attributes and a label. For this study the 

fraction of this dataset which contains 170,366 

records of benign and common web attacks such 

as Cross-site scripting (XSS), Brute Force and 

SQL Injection was used to train and test the 

machine learning model for predicting web-

based attacks. 

 

3.2 Pre-Processing / Data Cleaning 

 

This is the process of removing irrelevant or 

superfluous information from data and keep 

only the most crucial and significant 

information [3]. The most time-consuming and 

crucial phase in data mining is data 

pretreatment. Realistic data can be noisy, 

redundant, partial, and inconsistent and is 

frequently derived from diverse platforms.  

 

Therefore, the preprocessing/data cleaning stage 

in this study includes Dropping Unwanted 

Column, Replacing NaN value or Whitespace, 

removing infinite value, and Label Encoding 

(for binary classification where all attacks are 

grouped as ―Attack‖ and good-ware as 

―Benign). 
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Figure 1: Conceptual Framework 

 
. 

Table 1: Distribution Attacks 

 

 

 

 

 

 

S/N ATTACK TYPE COUNT DATA TYPE 

0 Benign (Good Ware) 149113 Int64 

1 Denial of Service (Dos Hulk) 22,380 Int64 

2 Denial of Service (Golden Eye) 10,293 Int64 

3 Distributed Denial of Service (Ddos) 20,317 Int64 

4 Port Scan 11,002 Int64 

5 Ftp-Patator 7,938 Int64 

6 Ssh-Patator 5,897 Int64 

7 Brute Force (Web Attack) 1,470 Int64 

8 Cross Site Scripting (Web Attack) 652 Int64 

9 Infiltration 36 Int64 

10 Sql Injection (Web Attack) 21 Int64 

11 Heartbleed 11 Int64 
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3.3 Data Splitting for Raw Dataset 

 

This is the process of dividing data into two, 

where a certain percentage was used for training 

the ML algorithm 80% training and 20% for 

testing  

 

3.4 Development of Predictive Model for 

Clean Dataset   

 

At this stage of this work Random Forest that 

operates by constructing a multiple Decision 

Trees, is used on the cleaned dataset to generate 

a predictive model, using data balancing and 

80:20 split tests. The model was evaluated using 

confusion matrix to determine the accuracy, 

precision, recall, and F-1 score of each model.  

 

Random Forest provides us with guidance on 

which important features should be kept and 

which ones should be dropped from the dataset 

[5]. An assembly of independent decision trees 

is called Random Forest (RF). Every individual 

decision tree first categorizes each instance, and 

the instance is then finally classified by the 

collective wisdom of all the individual trees [8]. 

 

The Gini index is a function that assesses the 

impureness of data and event uncertainty. By 

calculating the Gini of each branch on a node 

using class and probability, this method can 

predict which branch is most likely to occur. 

The formula for GINI's is: 

    Gini (t) = 1- |t)
2 
 or   

   Gini = 1- )
2
 

 

Another way to describe this is the use of 

entropy to determine how nodes branch in a 

decision tree based on the probability of a 

specific outcome. 

 

Entropy = ) 

• P and  represents the relative 

frequency of the class. 

• T is a condition,  

• N the number of classes in the data set, 

and  

• Ci is the i
th
 class label in the data set. 

 

3.5 Description of Evaluation Tool: 

Confusion Matrix 

 

A confusion matrix, which using true and false 

detection of the model, the classification 

accuracy, precision, recall, and F-1 score can be 

determined. A common structure for evaluating 

accuracy is the confusion matrix, commonly 

referred to as the error matrix. It primarily 

serves as a means of contrasting classification 

outcomes with actual measured values. In a 

confusion matrix, it can show the classification 

findings' accuracy [1]. 

 

Table 2: Confusion matrix for binary 

classification  

 

PARAMETER ATTACK BENIGN 

   

Attack True 

Positive  

False 

Negative  

Benign False 

Negative  

True 

Negative 

 

Source:https://www.sciencedirect.com/topics/en

gineering/confusion-

matrix#:~:text=A%20confusion%20matrix%20i

s%20a,performance%20of%20a%20classificatio

n%20algorithm. 

 

 Where True Positive (TP) is the correctly 

predicted Attack 

 True Negative (TN) is the correctly 

predicted Benign. 

 False Negative (FN) is Attack that failed to 

be identified or predicted as Benign. 

 False Positive (FP) are Benign that failed 

to be identified or predicted as Attack 

Accuracy determines the percentage of correctly 

classified instances. Out of all the samples in the 

dataset, it is the proportion of properly predicted 

samples. Given as; 

Accuracy =  

Precision gives the percentage of true positive 

instance that are correctly classified. Finding the 

probability that a positive forecast will come 

true requires precision. Given as; 

Precision =  

Recall is used to calculate the model’s ability to 

predict positive value. Given as; 

Recall =  

F-measure is defined as the harmonic mean of 

Precision and Recall (when both considered)  

F-Measure =  
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3.6 Feature Selection  

 

The process of evaluating each feature 

individually to decide which ones within the 

dataset have the most impact on the outcome is 

known as feature selection [7]. The goal is to 

reduce the dimensions of high dimensional data 

while maintaining the same accuracy, if not 

higher.  

The concept of correlation is used to compare 

two different features. For example, if the 

features are uncorrelated, the correlation will be 

zero; if not, it will be 1. To calculate the 

correlation between the two distinct variables, 

two complete modules—classical linear 

correlation and correlation on the basis of 

information theory—were put into use [9].
 

 

Correlation can be calculated via few methods  

To calculate the correlation between two 

variable x and y, using Pearson correlation 

coefficient: 

 
• Where r is the correlation coefficient  

• x and y are the variables 

•  is mean of x, 

•  is the mean of y 

 

NOTE:  
• if r is between 0.6 and 1 then a Positive 

correlation exist  

• if r is between -0.6 and -1 then a Negative 

correlation exist  

• if r is 0 then no correlation whatsoever 

(Neutral) 

• if r is closer to 0 than 1 (<=0.5) then weak 

correlation exit  

 

4. Result 

 

The experiments were done on a 64-

bitWindows7 operating system with 4GB of 

RAM and a Intel Pentium (R) Dual core CPU at 

1.90GHz per core. The predictive models were 

developed with python programming language, 

using Jupyter Notebook, which is a python-

based programming environment and interface 

for Anaconda Navigator. Anaconda Navigator is 

a desktop graphical user interface (GUI) that 

allows users to launch applications and easily 

manage conda packages, libraries, and 

environments without using command-line 

interface. Conda is a package and environment 

management framework that helps data scientist 

and programmers to find and install many data 

science libraries required for machine learning 

tasks and data analysis. 

 

This section shows the performance of Random 

Forest (RF) for the task of detecting web attack. 

In the experiments the fraction of CIC-IDS2017 

dataset described in methodology was balanced 

and used to train and test the model. The model 

generated used 80% training set and 20% testing 

set, before and after feature selection. The 

results of the two different models are shown in 

Table 3 for the raw dataset and Table 4 for the 

reduced dataset. 

  

Performance Evaluation without Feature 

Selection for the Raw Dataset 
 

This section shows the results of the 

performance analysis (Accuracy, Attack 

Precision, Attack Recall, Model Development 

time and Attack F-1 score of Random Forest 

(RF), on the raw dataset. 

 

Table 3: Random Forest (RF) without Feature 

Selection for the Raw Dataset 

 

Performance Matrix       Prediction Score 

Precision                                         97% 

Recall                                               96%                                               

F1-Score                                          98% 

Classification Accuracy                  94% 

Model Development time               35sec 

 

Performance Evaluation with Feature 

Selection for the Reduced Dataset  

 

This section shows the results of the 

performance analysis (Accuracy, Precision, 

Recall, and F-1 score) of Random Forest (RF), 

for the reduced dataset. 

 

Table 4: Random Forest (RF) with Feature 

Selection for the Reduced Dataset 

 

Performance Matrix           Prediction Score 

Precision 98% 

Recall 97% 

F1-Score 99% 

Classification Accuracy 99% 

Model Development time 15 sec 
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Table 5: Comparative Analysis of the Performance Evaluation for both Raw and Reduced 

Dataset. 

  

Classifiers Classification 

Accuracy  

Precision Recall F1-Score Model 

Development 

Time 

Raw set 94% 100% 96% 98% 35 sec 

Reduced set 99% 100% 97% 99% 15 sec 

 

4.1 Discussion of Results 

 

From the results of the experiment carried out, 

it was discovered that there were improvements 

in the performance of the Random forest 

classifier, in all categories of evaluation: 

Accuracy, Precision, Recall, F1-score, and 

Model Development Time, after correlation 

technique was used for feature selection, except 

for precision that produce 100% for both full 

and reduced set. A good recall was also 

generated for both the raw and the reduced 

dataset, achieving 96% and 97% respectively.  

 

The result also produced a great precision and 

model development time in both cases, with 

precision of 100% for both set, and model 

development time of 35sec for raw set and 

15sec for reduced set, which is a vital point in 

deploying machine learning model in a real-

time environment. Furthermore, even with the 

ensemble learning ability of the Random Forest 

classifier, the experimental result shows an 

increase of 5% in the classification accuracy 

after feature selection, which is a shred of 

evidence that even the much-celebrated 

ensemble learning algorithm can be improved 

with feature selection.  

 

Other areas of comparison between the two 

approaches include the quantity of features 

chosen, the length of training and testing, bias 

toward particular characteristics, and other 

performance metric.  Comparison shows that 

even though Random Forest has higher 

predictive accuracy than CFS based classifier, 

it is computationally expensive. Both of these 

techniques are suitable with their own merits 

and demerits. 

 

5. Conclusions  

As a result of traditional security systems' 

repeated failures to identify complex and novel 

attacks, the security industry has recently come 

under harsh criticism. However, the Anomaly 

Intrusion Detection System (AIDS) that 

employs machine learning methodology is an 

efficient tool in identifying these attacks and 

comparing the performance evaluation of 

Random Forest with and without Feature 

Selection, as demonstrated in this research. 

This study has demonstrated how the predictive 

power of machine learning models can be 

increased by using the big data analytics tool 

(PySpark). The findings of the classification 

algorithms Random Forest for both raw and 

reduced dataset were examined in terms of their 

appropriateness for identifying intrusions from 

a sizable dataset comprising numerous 

contemporary attacks using the Python 

programming language. The use of big data 

analytics (PySpark) was found to help machine 

learning models perform better, resulting in a 

better intrusion detection system.  
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