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Abstract  

The rising prevalence of AI-generated adversary (malicious) domain names has escalated the challenge of 

combating cybercrime, particularly as spamming, phishing, and malware activities become increasingly common 

online. Traditional approaches, such as blacklisting, binary detection systems, and basic lexical analysis of domain 

names, prove insufficient for real-time identification of malicious domains across various cyber threat landscapes. 

This study presents a comprehensive strategy for the multiclass detection of malicious domain names (MDNs) 

utilizing data mining techniques. It investigates feature engineering processes, including dimensionality reduction 

and variance inflation factor analysis, to identify and select domain name features that enhance the performance of 

advanced AI and machine learning classifiers in classifying MDNs. We employed a train/test split ratio and cross-

validation methods on the CIC-Bell-DNS2021 public dataset for training some cutting-edge AL/ML classifiers. The 

findings reveal that tree-based machine learning algorithms, particularly the Extreme Gradient Boosting (XGBoost) 

algorithm, achieved outstanding results, with a mean accuracy score of 0.9998 (100%). Additionally, regarding 

execution time, XGBoost displayed a notable advantage, requiring less time to build models, which could 

significantly influence real-time detection capabilities when implemented as a cybersecurity tool for detecting 

malicious domain names. 
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1.0   Introduction 

 

There has been a notable increase in malicious 

domain trends since 2017 [1]. This uptick can be 

attributed to several factors, including the rise of 

AI-generated domains and malicious activities 

linked to ChatGPT [2, 3]. Additionally, the growth 

of malicious subdomains [4], phishing attacks 

targeting online document and storage platforms 

[5], and the increasing prevalence of malicious 

documents across various digital and web 

applications [6] have all played significant roles in 

this rising trend.  

 

 Furthermore, the use of injected JavaScript 

malware—including downloaders, web skimmers, 

crypto-miners, redirectors, and web scams - has 

also surged [7, 8, 9]. All these nefarious practices 

have widened the gap for fighting malicious 

domain name attacks.  

Malicious actors are using AI tools to create 

sophisticated domains for spamming, malware, 

and phishing attacks. Traditional detection 

methods, such as binary classification systems, 

blacklisting, and traffic analysis, are becoming 

inadequate for real-time detection of these 

malicious domains in an evolving threat landscape 

[11]. It is essential to develop an improved and 

more effective multiclass Malicious Domain 

Name (MDN) detection system. Key detection 

processes include a layered security approach [5], 

protective DNS [11], advanced URL filtering [10], 

and continuous updates on threat intelligence 

related to DNS security [12].  

 

Threat intelligence actors and cybersecurity 

experts are using advanced AI/ML algorithms and 

real-time feedback to create detection systems 

aimed at reducing MDN proliferation [13, 14, 9]. 

Feature engineering is essential for identifying key 

domain name features in MDN detection [15, 16, 

17]. Several studies have utilized the CIC-Bell-

DNS2021 dataset to develop an adversarial 

domain name detection system that can effectively 

identify both benign and malicious domains [18, 

19, 20, 21]. A comprehensive one-for-all or multi-

class detection system is essential to address 
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threats from malicious domains related to 

spamware, malware, and phishing in the evolving 

threat landscape. 

 

This study presents a multi-class Malicious 

Domain Name (MDN) detection system that 

leverages advanced AI and machine learning 

algorithms. It aims to develop a data mining 

approach to identify features pertinent to MDN 

classification and deploy the most effective 

machine learning model for predicting new cases. 

Several research questions are posed to guide the 

objectives. 

a. What key features enhance the detection 

of malicious domain names across various 

categories? 

b. How effective are machine learning 

algorithms in identifying malicious 

domain names used for spamming, 

distributing malware, and conducting 

phishing attacks? 

c. Which machine learning algorithms can 

deliver outstanding performance for a 

multi-class MDN classification system?  

 

2.0 Related Works 

 

The Domain Name System (DNS) is a crucial 

component of the Internet's architecture that 

converts human-readable domain names into 

machine-readable IP addresses. Consequently, 

cybercriminals exploit vulnerabilities in the DNS 

channel to execute malicious activities [16].  

 

In recent times, attackers have employed dynamic 

DNS techniques such as Fast-Flux and Domain-

Flux to obscure the locations of their malicious 

services, making malicious domain names 

difficult to detect [22]. Consequently, advanced 

methods have been developed to detect these 

malicious domain names, as illustrated in Figure 1.  

Machine learning-based techniques for analyzing 

domain names encompass several key approaches: 

 Supervised Machine Learning (SML) 

utilizes labeled datasets for training 

models [22, 23]. 

 Unsupervised Machine Learning (UML) 

applies clustering and anomaly detection 

to uncover patterns in domain name 

features [24, 25, 26]. 

 Deep Learning (DL) employs 

Convolutional Neural Networks (CNNs) 

and Recurrent Neural Networks (RNNs) 

for a more in-depth analysis of domain 

features [27, 28,  29, 30] 

 Natural Language Processing (NLP)  

utilizes domain name features for the 

effective detection of MDNs ([31],  [32]) 

 

Feature extraction approaches used to analyze 

domain names (DNs) consist of: 

 Lexical Features: Assessing 

characteristics such as DN length, entropy, 

and keyword presence [33]. 

 Syntactic Features: Investigating the 

structure of DNs, including hyphens, 

numbers, and special characters [34]. 

 Semantic Features: Evaluating the 

meaning of DNs and identifying 

potentially suspicious keywords [35]. 

 

Behavioral Analysis-Based Approaches consist of 

the following methods: 

 DNS Traffic Analysis: This technique 

aims to detect suspicious patterns, such as 

rapid changes in domain names ([36], 

[22]). 

 Web Traffic Analysis: This method 

focuses on identifying malicious domain 

names, particularly those associated with 

phishing sites [37]. 

 Network Traffic Analysis: This approach 

involves monitoring network traffic to 

identify communications with known 

malicious domains[38] 

 

Collectively, these strategies enhance security by 

effectively identifying potential threats within 

network communications. The Reputation-Based 

approach encompasses several strategies. 

Blacklisting involves blocking known malicious 

domains [39], while whitelisting reduces false 

positives by relying on lists of trusted domains 

[40]. Additionally, reputation scoring assigns 

scores to domain names based on their historical 

behavior [41]. 

 

The graph-structured approaches, including 

heterogeneous methods, utilize graph theory to 

analyze domain names for identifying unknown 

MDNs [42, 43]. The increase in AI-generated 

domains used for spamming, phishing, and 

malware highlights the need for robust security 

measures to collect and analyze large datasets of 

malicious domain names (MDNs). 

 

Studies have revealed the superiority of  AI/ML 

approaches for detecting MDNs when sufficient 

data is presented to these AI models.  

Cybersecurity actors must leverage these tools to 

implement cutting-edge tools for MDN detection 
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[44]. The first public dataset for multi-

classification of the malicious domain names is 

the CIC Bell DNS 2021 dataset, which contains 

up-to-date real-time DNS-related data that can be 

useful for flagging a particular DNS request as 

benign, spam, phishing, and malware [17].  

 

Some recent studies have employed the CIC Bell 

DNS 2021 to train cutting-edge AI/ML like KNN 

with a 98.9% accuracy score [17], ImmuneNet 

with a 99.2% accuracy [45], one-dimension 

convolutional neural network (1DCNN) with 

95.6% accuracy [46], Random forest with 89.9% 

accuracy [47], BiLSTM with a 92.38% accuracy 

score [48] and Deep convoluted bi-LSTM network 

(AConBN) with 99.51% accuracy [44] 

 

3.0 Research Methodology 
 

The study uses a data mining methodology called 

KDD (Knowledge Discovery in Databases) [49]. 

Figure 2 presents the process flow for MDNs in 

this study. 

 

Problem Formulation: The traditional method of 

DNS filtering that relies on a blacklist of 

malicious domain names (MDNs) has proven to 

be inefficient in detecting newly generated 

malicious domains created by AI. The business 

objective is to identify key domain features in the 

evolving threat landscape using advanced AI and 

machine learning (ML) algorithms. By utilizing 

machine learning models, we aim to establish a 

robust feature engineering mechanism that plays a 

crucial role in enhancing applications within the 

cybersecurity space. Therefore, understanding the 

features and data contained in transmitted packets 

or DNS traffic is essential for identifying potential 

DNS attacks. 

 
Data Collection: Mahdavifar et al. [17] presented 

a study on extracting effective and practical 

features from DNS traffic. They identified three 

classes of features. The first class includes 

statistical features, which are extracted from the 

structure of DNS messages (specifically the 

answer section) within a designated packet 

window captured in DNS PCAP files.  

 

The second class consists of lexical features, 

which are derived from the statistical features and 

aid in identifying malicious domain names. These 

domain names are often used by attackers who 

employ various typosquatting and obfuscation 

techniques to mimic legitimate domains. The third 

class comprises third-party features, which 

encompass the biographical properties of a 

domain. An overview of these three classes of 

features is presented in Table 1. 

  

 
 

Figure 1: Categorization of Malicious Domain Names Detection Approaches 
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Figure 2: Data Mining Approach for Malicious DNS Classification 

 

Table 1: DNS Statistical Features 

SN Feature name Description Type 

DNS statistical features 

1 Unique country number of distinct country names in the window  Numeric  

2 Unique ASN number of distinct ASN values in the window Numeric 

3 Unique TTL number of distinct TTL values in the window  Numeric 

4 Unique IP number of distinct IP values in the window  Numeric 

5 Unique domain number of distinct domain values in the window  Numeric 

6 TTL means average TTL in the window  Numeric 

7 TTL variance variance of TTL in the window  Numeric 

Lexical features 

8 Subdomain Has sub-domain or not Boolean 

9 TLD Top-level domain Text 

10 SLD Second-level domain Text 

11 Len Length of domain and subdomain Numeric 

12 Numeric percentage Counts the number of digits in the domain and subdomain Numeric 

13 Character distribution Counts the number of each letter in the domain Numeric 

14 Entropy Entropy of letter distribution Numeric 

15 1-gram 1-gram of the domain in letter level Text 

16 2-gram 2-gram of the domain in letter level Text 

17 3-gram 3-gram of the domain in letter level Text 

18 Longest word Longest meaningful word in SLD Text 

19 Distance from bad words Computes average distance from bad words Text 

20 Typos Typosquatting Text 

21 Obfuscation Max value for URL obfuscation Numeric 

Third-party Features 

22 Domain name Name of the domain Text  

23 Registrar Registrar of the domain Text  

24 Registrant name name of the domain has been registered Text  

25 Creation date time date and time the domain was created Date 

26 Emails emails associated with a domain Text  

27 Domain age Age of a domain Text  

28 Organization What organization is it linked to Text 

29 State state the main branch is Text  

30 Country country where the main branch is Text  

31 Name server count total number of name servers linked to the domain Text  

32 Alexa rank Alexa rank of domain  Numeric  
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Sources of Data: This study uses the CIC-Bell-

DNS2021 dataset, which is obtained from the 

Canadian Institute for Cybersecurity. The dataset 

consists of different types of domains categorized 

into four groups: malware, spam, phishing, and 

benign. Domain data were collected from May 

2019 to June 2019, with additional updates made 

in December 2020 to enhance validation. Table 2 

presents statistics on the distribution of these 

domain classes within the dataset. 

 

Table 2 summarizes the domain name instances, 

revealing an imbalance between classes: Benign 

is the most prevalent, while Spam is the least. 

This imbalance can distort predictive model 

performance by misleading accuracy metrics, 

leading to overfitting of the majority class and 

underfitting of the minority class. It also causes 

model instability and challenges in selection and 

generalization. The Synthetic Minority Over-

sampling Technique (SMOTE) helps mitigate this 

class imbalance issue. 

 

Data Preprocessing & Engineering: Categorical 

features in various class domains are transformed 

into continuous values using label encoding. 

Missing values are replaced with the mean of 

their respective fields, and unnamed columns are 

removed. New features, such as 

"average_bad_words" derived from "bad_words" 

and "average_n_gram" calculated from the means 

of 1_gram, 2_gram, and 3_gram, are created. A 

"status" feature differentiates the classes in the 

dataset. Ultimately, the classes are merged 

column-wise into a single dataset containing 34 

features. 

 

Data Exploration: The merged dataset was 

analyzed to identify relevant features using  

correlation analysis. Principal Component 

Analysis (PCA) reduced the dataset's 

dimensionality, while the Variance Inflation 

Factor (VIF) detected multicollinearity among 

features. Features with a VIF below 5 were 

retained, enhancing model stability and predictive 

accuracy. 

 

Model Selection: Machine learning algorithms 

were trained and validated using a balanced 

dataset for classifying malicious DNS. Table 3 

presents the machine learning models applied. 

 

Model Building and Tuning: This phase 

involves model building, which includes training, 

testing, and parameter tuning. After feature 

engineering, the dataset was divided into training 

and testing sets using an 80/20 split ratio. 

Additionally, 5-fold and 10-fold cross-validation 

techniques were employed to ensure that the 

models (table 3) generalize well. 

 

Model Evaluation: The performance of different 

models was assessed using classification and 

regression metrics shown in Table 4, along with 

the execution time required for training the 

models.  

 

Where  n denotes the total number of samples 

being tested, TP is true positive, TN is true 

negative, FP is false positive and FN is false 

negative, is the mean of the target vector,  is 

the predicted value of y for observation I and  is 

the actual y value for observation i. 

 

Model Deployment & Operationalization: The 

best-performing model (BPM) is selected and 

deployed for operationalization based on the 

highest accuracy score, lowest RMSE value, and 

fastest execution time during training. 

 

Table 2: Statistics of the Dataset 

Class of 

domain 

Description Domain 

instances 

% 

distribution 

# of 

features 

Size of 

file 

Reference 

Malware Driven by 

download, DGA-

based botnets, DDos 

and spyware 

8871 

 

17.7 32  5.7 

 Mahdavifar  

et al., [17], 

Savenko  et 

al., [50] 

Spam e-mails 4337 

  

8.6 32 2.8  

Phishing Malicious links on 

the website 

12702 

 

25.3 32 7.7  

Benign Web domains 24249 48.3 32 13.3 

. 
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Table 3: Machine Learning Models Used 

Machine learning classifier Type 

AdaBoostClassifier Ensemble 

GradientBoostingClassifier Ensemble 

RandomForestClassifier Ensemble (decision tree, bagging) 

XGBClassifier Ensemble (decision tree, boosting and Regularization) 

DecisionTreeClassifier Supervised 

LogisticRegression Supervised 

KNeighborsClassifier Supervised 

LinearSVC(Support Vector Machine) Supervised 

Naïve Bayes Supervised 

MLPClassifier Supervised 

 

Table 4: Model Evaluation and Performance Metrics. 

Type of Evaluation Metrics Formula 

Classification 

Accuracy 

 
Recall (sensitivity) 

 
Precision 

 
F-1 Score 

 

Regression 

Mean absolute 

Error(MAE)  
Root Mean Square 

Error (RMSE) 

 
Coefficient of 

determination (R2) 
 

   

 

Feedback and Refinement: The deployed 

system is continually refined based on client 

feedback, which is sent to security experts for 

action. Updates to the DNS detection system are 

shared with users to align with business 

objectives. The data mining strategy and key 

components for the proposed multi-class MDN 

detection system are shown in Figure 3. 

 

 

4. Implementation and Discussion of Results 

 

4.1 Implementation: The multiclass detection 

system for malicious domain names was 

successfully implemented using an Intel Core i7 

processor, equipped with 16 GB of RAM and a 

300 GB hard disk. Python was the programming 

language of choice, allowing for efficient 

development. We leveraged a range of powerful

 
Figure 3: Architecture of the Proposed Multiclass MDN Classification System 
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Python libraries tailored for specific tasks, 

including Scikit-Learn for model building, 

Plotly and Matplotlib for visualization, Pandas 

for data manipulation, and NumPy for numerical 

computing. The implementation consisted of 

two comprehensive phases: Phase 1 

encompassed Exploratory Data Analysis (EDA), 

while Phase 2 concentrated on Model 

Development, Evaluation, and Deployment. 

 

Phase 1: Exploratory Data Analysis (EPA) 

 

A. Handling Imbalance classes: The class 

distribution in Figure 4 reveals an imbalance 

among the sources in the dataset. The balanced 

dataset, which includes 4,337 instances for each 

class, is presented in Figure 5 and was utilized. 

 

B. Feature Relationship using Correlation 

Analysis. 

 

Correlation analysis is essential for 

understanding the relationships among features 

in a dataset. Features that are highly correlated 

with the predictor are considered relevant for 

model building. Additionally, an analysis of 

inter-feature correlation helps identify highly 

correlated independent features that may need to 

be removed to avoid multicollinearity. 

Multicollinearity can lead to issues such as 

model unreliability, imprecision, and ambiguity. 

 

The correlation matrix for the dataset, which 

consists of 34 features, is presented in Figure 6. 

Features with an inter-item correlation above 0.8 

(greater than 80%) were removed to mitigate 

their combined impact on the model. For 

instance, "obfuscate_at_sign" shows a high 

correlation of 0.86 with "dec_32," leading to its 

exclusion. Other features have correlation levels 

below or equal to 0.8, allowing for 

dimensionality reduction through feature 

extraction. 

 

C. Feature Dimensionality Reduction using 

Principle Component Analysis (PCA) 

 

The PCA diagram in Figure 7 illustrates that 33 

features extracted from data preprocessing 

significantly contribute to the variance in the 

dataset. Therefore, their variance was further 

analyzed using the Variance Inflation Factor. 

 

D. Feature Selection using Variance Inflation 

Factor (VIF) 

 

Identifying features with low variance is crucial 

for building high-precision classification models. 

Figure 8 displays the features with a VIF lower 

than five (5). A total of 21 features were retained 

for model development and evaluation. The 

Alexa_rank feature exhibited the highest 

tolerance and the lowest VIF. The features 

selected based on VIF that are relevant to high-

performance models are listed in Table 5. 

 
Figure 4: % Distribution of domain classes in the dataset 

 
Figure 5: % Distribution of domain classes 

in the dataset after SMOTE 
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Figure 1Figure 6: Correlation Matrix for dataset 

 
Figure 7: PCA diagram for dataset 
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Figure 8: Feature selection by VIF 

 

Table 5: Feature selected after Variance Inflation Factor Computation. 

 

Feature type Selected features after VIF 

DNS statistical  None 

Lexical Features 'subdomain', 'tld', 'len', 'numeric_percentage', 'char_distribution', 'entropy',  

'longest_word', 'typos', 'dec_32', 'puny_coded', 'shortened 

third-party 'Domain_Name', 'Registrar', 'Emails', 'Domain_Age', 'Organization’, 'State', 

'Country', 'Name_Server_Count', 'Alexa_Rank', 'Page_Rank' 

 

Phase 2: Model Development, Evaluation, 

and Deployment.  

 

 

A. Model Development and Evaluation 

Model development was conducted in two phases. 

Initially, the models listed in Table 3 were trained 

using an 80/20 split ratio for training and testing. 

Subsequently, 5-fold and 10-fold cross-validation 

were employed to enhance model generalization. 

 

Table 6 displays the performance evaluation of 

various machine learning models based on an 

80/20 split ratio. This evaluation includes 

classification metrics such as accuracy, precision, 

recall, and F1-score, as well as regression metrics 

like Mean Squared Error (MSE) and Root Mean 

Squared Error (RMSE), along with the execution 

time of each model. Figures 9, 10, and 11 

illustrate the classification metrics, while Figure 

12 shows the RMSE values for each model 

corresponding to the 80/20 split ratio. 

Additionally, Figures 13 and 14 present the mean 

accuracy results for 5-fold and 10-fold cross-

validation, respectively. 

 

B.    State-of-the-Art Model Comparison 

 

The performance of the model was compared to 

other state-of-the-art approaches that utilized the 

public CICBellDNS2021 dataset to train AI/ML 

models. The results of this comparison are 

presented in Table 7. The findings indicate that 

the method used in this study surpassed the other 

state-of-the-art techniques, achieving a perfect 

accuracy score of 100% for Extreme Gradient 

Boosting (XGBoost), Random Forest (RForest), 

and Gradient Boosting (GRB) algorithms.

. 
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Table 6: Performance Evaluations of Models 

 
 

 

Table 7: Model comparison of state-of-the-art approaches that have used the CIC-Bell-DNS2021 

dataset for training models 

 

Author(s) Model Applied Accuracy & F1-score  

Mahdavifar et al, [17] KNN Accuracy:98.9%, F1-Score: 98.9% 

Kumaar et al., [45] ImmuneNet Accuracy: 99.2%, F1-Score: 99.2% 

Zhao et al. [46] (1DCNN) Accuracy:95.6%, F1-Score: 94.8% 

Egwali & Ekhator [47] Random forest  Accuracy:89.9%, F1-Score:90.5% 

Ma et al. [48] BiLSTM Accuracy: 92.38% 

Maruthupandi et al.,[44] Deep convoluted bi-

LSTM network 

(AConBN) 

Accuracy: 99.51%, F1-Score: 99.54% 

Proposed system XGBoost, RForest & 

GRB 

Accuracy: 100%, F1-Score: 100% 

 

 
Figure 9: Accuracy performance of models 

 
Figure 10: Precision performance of models 

 

Figure 11: F1-score performance of models 
 

Figure 12: RMSE values for various models 
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Figure 13: Mean Accuracy of models for 5-fold 

cross-validation 

 

Figure 13: Mean Accuracy of models for 10-fold 

cross-validation 

4.2 Discussion of Results 

 

The approach presented in this study highlights 

the importance of extracting knowledge from 

databases or datasets. Evaluating the results of 

training advanced AI and machine learning (ML) 

models with balanced multiclass malicious 

domain name (MDN) datasets provides valuable 

insights that inform crucial decisions about 

classifying these MDNs. The tree-based AI 

algorithms, including Random Forest (RForest), 

Gradient Boosting (GRB), and Extreme Gradient 

Boosting (XGBoost), demonstrated outstanding 

performance based on classification metrics, 

achieving an accuracy score of 100%, precision 

score of 100%, recall score of 100%, and an F1-

score of 100% as presented in Figures 9, 10 and 

11 respectively. Additionally, the root mean 

square error (RMSE) for the tree-based AI 

models (RForest, GRB, and XGBoost) was below 

0.00029 when compared to other ML models. 

 

 The mean accuracy results from both 5-fold and 

10-fold cross-validation are shown in Figures 13 

and 14, respectively. Empirical evidence 

indicates that XGBoost, Random Forest 

(RForest), and Gradient Boosting (GRB) 

produced superior results using the cross-

validation training approach. This further 

supports the assertion that these tree-based AI 

models demonstrate enhanced generalization 

capabilities for the classification of multiclass 

and unknown MDNs.  

 

We determined the best-performing model (BPM) 

by analyzing correlation and regression metrics, 

where both XGBoost and Random Forest 

(RForest) excelled. Additionally, we evaluated 

the execution time for classifying multiclass 

MDNs. With an execution time of 0.44 

milliseconds, XGBoost emerged as the preferred 

model for real-time classification and 

identification of malicious domain names. 

 

Additionally, when comparing these models with 

existing state-of-the-art approaches, XGBoost 

and RForest continue to show superiority. 

Although Kumaar et al. [45] and Maruthupandi et 

al. [44] achieved impressive accuracy results, 

their training and classification execution times 

were high due to the complexity of their model 

structures compared to tree-based AI models used 

in this study. 

 

In light of the results presented, we seek to 

address the research questions mentioned earlier. 

 

Question 1: What key features enhance the 

detection of malicious domain names across 

various categories? 

This study was able to extract some key features 

that enhance the detection of MDNs across 

various categories of benign, spam, phishing, and 

malware as presented by the VIF feature selection 

presented in Figure 8. 

 

Question 2: How effective are machine learning 

algorithms in identifying malicious domain 

names used for spamming, distributing malware, 

and conducting phishing attacks? 

The results in Table 6 provide evidence that 

AI/ML models can effectively classify malicious 

domains used for spamming, phishing, and 

malware attacks based on extracted DNS features.  

 

Question 3: Which machine learning algorithms 

can deliver outstanding performance for a 

multi-class MDN classification system?  

The results from Tables 6 and 7 demonstrate the 

effectiveness of tree-based algorithms such as 

Random Forest and Extreme Gradient Boosting. 
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Both models exhibited exceptional performance 

in the multiclass MDN classification system.  

 

5.  Conclusion  

 

The emergence of AI-powered malicious domain 

names has rendered traditional classification 

methods ineffective. To tackle this issue, it is 

essential to employ advanced AI and machine 

learning algorithms in conjunction with a refined 

data mining strategy that enhances the predictive 

capability of models. This study underscores the 

significance of maintaining a balanced dataset, as 

well as utilizing techniques such as 

dimensionality reduction and variance inflation 

factor imputation in the development of a 

multiclass malicious domain name detection 

system. An 80/20 split ratio was initially applied 

for model training, and a cross-validation 

approach was also implemented to promote 

model generalization. Performance metrics for 

both classification and regression were extracted 

during model training and evaluation.  

 

The results demonstrate that tree-based AI and 

machine learning models, such as XGBoost and 

Random Forest, outperformed other models. 

Notably, XGBoost exhibited the fastest 

processing time while achieving the highest 

performance.  

 

Future research should focus on experimenting 

with additional datasets used in Maruthupandi et 

al. [44] to evaluate the performance of XGBoost 

across various datasets. Additionally, it would be 

beneficial to implement the best-performing 

model as a web browser extension for real-time 

detection. For example, we could develop plugins 

that collect URLs from browser histories, extract 

domain names, and classify them. This approach 

is crucial, as many malicious domain name 

attacks occur through web browsers to gain 

control over network resources. 
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