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Abstract 
 
In the modern corporate environment, insider threats pose a significant risk to data integrity, financial stability, 

and overall cybersecurity. Unlike external attacks, insider threats originate from individuals within an 

organization like employees, contractors, or partners who possess legitimate access to critical systems. 

Traditional security measures often fail to identify these threats due to the complexity of distinguishing malicious 

behaviour from regular activities. Artificial Intelligence (AI) based systems, with their ability to analyse large 

datasets, detect subtle patterns, and adapt to evolving threat landscapes, offer a powerful approach to insider 

threat detection. This research involves the application of machine learning algorithms to identify deviations from 

normal users’ activities in corporate networks.  The methodology involves analysing user behaviours and access 

patterns, development and training a machine learning model for classifying user behaviours into normal or 

abnormal activity. The system helps to identify abnormal user activities and flags suspicious activities in real time, 

providing an early warning sign for potential breaches. The results demonstrate the effectiveness of machine 

learning in enhancing threat detection, reducing insider threats, and improving overall cyber security in corporate 

networks. 
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1. Introduction 

 

Insider threats represent a significant security 

risk within corporate networks, where malicious 

or unintentional actions by trusted insiders can 

lead to data breaches, intellectual property theft, 

and other serious incidents. Unlike external 

threats, which often involve unauthorized access 

attempts, insider threats are challenging to detect 

because they stem from individuals who already 

possess legitimate access to sensitive information. 

These threats can be subtle, involving deviations 

from routine behaviour rather than outright 

malicious actions, making detection often 

difficult with traditional rule-based or statistical 

approaches.  Insider threat has become a 

widespread issue and a significant challenge in 

cybersecurity.  

 

1.1 Characteristics of an Insider Threat 

An external threat is typically motivated 

financially to steal data, extort money, and 

potentially sell stolen data on darknet markets 

[12]. While insider threats could share this 

motivation, it is more likely that an insider will 

have authorized access to an organisation's 

system, data or facilities. Insider threats can be 

malicious or negligent, where the individual 

intentionally misuses their access to harm the 

organization, or negligent, where the individual 

unintentionally exposes the organization to risk 

through careless actions.  

 

It can be difficult for security controls to 

distinguish normal from harmful activity and 

malicious insiders often employ different tactics. 

Sectors like healthcare, finance, manufacturing, 

and government are at a very high risk of insider 

threats due to the sensitive nature of their data 

and operations or an external entity who hijacks 

legitimate user credentials through phishing 

scams or malware, thus gaining unauthorized 

access to cause data breaches, intellectual 

property theft, and other serious cyber incidences. 
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1.2 Techniques of Detecting Malicious Insiders 

 

Many organizations implement different 

strategies to detect and mitigate malicious insider 

threats to avoid significant damage to their data 

and reputation. Some of these techniques include 

user behavioural analytics, data loss prevention, 

machine learning modeling techniques, threat 

hunting, kill chain detection, user feedback 

learning and so on. In recent years, machine 

learning (ML) has shown promise in enhancing 

insider threat detection by identifying unusual 

behaviour patterns that deviate from established 

norms. Machine learning models, particularly 

those capable of anomaly detection, can learn 

what constitutes "normal" user behaviour within 

a network and flag deviations that might indicate 

insider threats. By leveraging vast amounts of 

data generated within corporate environments, 

such as network traffic, user access logs, and 

behaviour patterns, machine learning models 

offer a scalable and adaptive approach to 

detecting subtle threats in real-time. 

 

In this study, we used supervised and 

unsupervised machine learning approaches to 

develop and train a model to classify user 

activities as normal or abnormal by analysing 

user behaviour, and access patterns. Through 

extensive experimentation, data preprocessing, 

and feature engineering, we created a robust and 

improved detection system capable of identifying 

insider threats with very high accuracy. The 

trained model demonstrated a strong ability to 

detect abnormal behaviour by flagging deviations 

from baseline activity, providing early warning 

signs for potential insider threats. Our results 

indicate that the model effectively reduced false 

positives compared to traditional detection 

methods and other machine learning models 

while accurately identifying potentially harmful 

activities in real - time. 

 

2.    Related Works 

 

Insider threat detection is a broadly investigated 

topic in which a few solutions have been 

proposed, particularly, diverse learning methods 

to facilitate early, more precise discovery. Over 

the past two decades, analysts have explored 

insider threat detection and prevention utilizing 

anomaly-based approaches. These techniques 

"learn" from normal data only to identify 

anomalous instances that deviate from expected 

instances; which has remained one of the most 

popular methods in the related works reviewed. 

Anomaly-based detection is based on one major 

presumption that an attacker's activities are 

different from a normal user's pattern of activities. 

Specifically, some of the common behaviours 

associated with insider threats include (i) the 

collection of huge datasets and (ii) uploading 

files that come from outside the organisation's 

website in Jang et al., [13]. One vital 

shortcoming of this conventional approach to 

anomaly detection is that once the baseline has 

been fully modeled, anything outside this limit 

will be considered a potential danger; this causes 

an abundance of false positives [17]. 

 

In addition, classification-based insider threat 

detection represents an alternative research 

method; it "learns" from normal and anomalous 

data to determine the decision boundary 

differentiating normal from anomalous 

incidences. Nnodi et al. [20] developed a 

machine learning model for classifying users’ 

quality of experience (QoE) on the web using 

key performance indicators (KPIs) extracted 

from Quality of Web Service (QWS) dataset. Bin 

and Altwaijry, [9] gave an up-to-date and 

comprehensive study of some recent approaches 

that address insider threat detection which 

incorporate: (i) machine learning (ML) and deep 

learning (DL) approaches (either anomaly-based) 

or (ii) classification-based approaches. 

 

2.1 Traditional Insider Threat Detection 

Approaches 

 

Behavioural analysis plays a significant role in 

improving the identification of malicious intent 

within AI-driven systems compared to 

conventional strategies. By leveraging advanced 

machine learning strategies, behavioural 

analytics can detect subtle anomalies and patterns 

that indicate malicious activities, which often 

pass unnoticed by conventional systems. This 

capability is particularly vital in the context of 

evolving cyber threats. Enhanced Insider threat 

Detection Capabilities have been illustrated in 

the following ways:  

 

(i) Machine Learning Algorithms where AI 

systems utilize algorithms to analyse behavioural 

patterns, significantly improving the detection of 

anomalies that suggest potential security 

breaches [19].  

 

(ii) Predictive Analytics where AI can forecast 

future attack vectors by recognizing patterns in 
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historical data, allowing for proactive defences 

[23],  

 

Behavioral Profiles where Systems can create 

detailed profiles of normal behaviour, enabling 

the identification of deviations that may indicate 

malicious intent [7] and Reduction of False 

Positives to Improved Accuracy where AI-driven 

systems have demonstrated a 30% reduction in 

false positives, enhancing the reliability of threat 

detection [4]. 

 

Tao et al., [30] proposed a compelling insider 

threat detection approach based on Back 

Propagation Neural Network (BPNN). A 

combination of Variational Autoencoder (VAE) 

that models normal user behaviour and Back 

Propagation Neural Network (BPNN) to identify 

abnormal user behaviour accurately. In their 

paper, Sharma et al., [26] propose user behaviour 

modeling for anomaly detection using Long 

Short Term (LSTM).  

 

Yilmaz and Can, [35] explored the intersection of 

AI and insider threat detection by acknowledging 

organizations' challenges in identifying and 

preventing malicious activities by insiders. In this 

context, the limitations of traditional methods are 

recognized, and AI techniques, including user 

behaviour analytics, Natural Language 

Processing (NLP), Large Language Models 

(LLMs), and Graph-based approaches, are 

investigated as potential solutions to provide 

more effective detection mechanisms.  

 

For this purpose, this paper addressed challenges 

such as the scarcity of insider threat datasets, 

privacy concerns, and the evolving nature of 

employee behavior but the user behaviour 

analysis for anomaly detection was carried out on 

a limited dataset. 

  

2.2 Machine Learning Approaches to Insider 

Threat Detection 

 

AI-powered techniques for detecting insider 

threats in corporate networks have advanced 

significantly, leveraging machine learning and 

deep learning methodologies. These approaches 

aim to improve detection accuracy whereas 

minimizing false positives, addressing the unique 

challenges posed by insider threats.  

 

The most effective strategy identified in recent 

investigation is: Hybrid Machine Learning 

Models which include Support Vector Machine 

(SVM) and K-Nearest Neighbour (KNN). This 

hybrid model combining SVM and KNN 

achieved an impressive accuracy of 99%, with 

high precision and recall rates, making it a robust 

solution for insider threat detection [2]. Also, 

combining deep neural networks with feature-

engineered patterns has captured subtle 

behavioural anomalies, resulting in a detection 

accuracy of 96.3% [28].   

 

Görmez et al., [13] showed that Advanced Deep 

Learning Techniques like Long Short-Term 

Memory (LSTM) models have demonstrated 

superior performance in user and entity 

behaviour analysis, outperforming traditional 

models in accuracy and detection rates. Synthetic 

Data Generation (S-LSTM model) which 

integrates synthetic sample generation to address 

class imbalance, achieved a prediction accuracy 

of 99%, showcasing its effectiveness in 

identifying abnormal behaviours [8].  

 

Other researchers have employed many different 

algorithms for the insider threat detection 

problem, such as deep neural networks [3], multi-

fuzzy classifiers [27], hidden Markov method, 

one-class support vector machines, deep belief 

networks, linear regression and clustering 

algorithms [9]. 

 

2.2.1 Existing Machine Learning Models for 

Insider Threat Detection 

 

A survey of existing machine learning models, 

such as anomaly detection algorithms, and their 

applications in cybersecurity has shown the 

effectiveness of machine learning algorithms for 

insider threat detection which has been explored 

through various innovative means. Notably, 

hybrid models that combine different algorithms 

have shown significant promise in enhancing 

detection accuracy and minimizing false 

positives [25].  

 

Key Algorithms for Insider Threat Detection 

include  

(a) Support Vector Machine (SVM) and K-

Nearest Neighbour (KNN) [2].  

(b) Locality Outlier Factor (LOF) and Isolation 

Forest (iForest). Bidirectional Encoder 

Representations from Transformers (BERT), 

combined with an optimized AdaBoost 

classifier, yielded an accuracy of 97.58%, 

indicating the potential of natural language 

processing in threat detection [16].  
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2.2.2 Related Works on Machine Learning 

Approach to Insider Threat Detection in 

Corporate Networks  

 

Katarina et al., [16] proposed a combination of 

natural language processing with robust 

classification algorithms, specifically utilizing a 

modified red fox algorithm and bidirectional 

encoder representations from transformers, 

achieving high accuracy in detecting insider 

threats through email content analysis. Femi-

Olowole et al., [11] in their study, identifies 

Support Vector Machines (SVM) and Recurrent 

Neural Networks (RNNs) as the most effective 

machine learning algorithms for insider threat 

detection, highlighting their versatility and 

effectiveness in analysing network traffic.  

 

Abhay et al., [1] in their paper proposes the 

Locality Outlier Factor (LOF) Algorithm and 

Isolation Forest (IF) Algorithm as effective 

machine learning algorithms for insider threat 

detection. Junkai et al., [15] proposes a hybrid 

approach combining unsupervised outlier mining 

algorithms with supervised learning methods to 

enhance insider threat detection. This integration 

improves predictive power, achieving an 

accuracy of 86.12%, outperforming other 

anomaly detection methods by up to 12.5%.  

 

Shanmugapriya et al., [10] identifies 

Conventional Neural Networks (CNN) and Long 

Short-Term Memory (LSTM) as effective deep 

learning algorithms for insider threat detection, 

with CNN demonstrating superior performance 

over LSTM in terms of accuracy, f-score, 

precision, and recall when using SMOTE-based 

balanced data.  

 

Usman et al., [32] in their study did not specify 

particular machine-learning algorithms for 

insider threat detection. Instead, the study 

focuses on a hybrid framework that enhances 

prediction accuracy using statistical criteria and 

information gain metrics alongside machine 

learning-based classification. Talgan et al., [29] 

proposed effective machine learning algorithms 

for insider threat detection, including Logistic 

Regression, Decision Tree, Random Forest, and 

Xgboost. These models demonstrated improved 

accuracy, recall, precision, and F1-Score 

compared to existing methods.  

 

Obasi and Nlerum [21] worked on Intrusion 

Detection System for Structured Query Language 

Injection Attack in E-Commerce Database. Their 

system introduces a filter layer specifically 

designed to verify user inputs and mitigate 

known SQL injection threats, thereby enhancing 

the security of e-commerce platforms. 

 

Obasi and Nlerum [22] developed a model for 

the Detection and Prevention of Backdoor 

Attacks using CNN with Federated Learning. 

The model was trained on a dataset that 

comprises of 9 classes of MNIST images, of 

which 8 classes of the dataset were of different 

classes of backdoor attacks and the class is of 

non-backdoor attack. The   model   achieved   an   

accuracy   of 99.99% for training and 99.98 for 

validation. 

 

Yasin et al [34] in their study developed several 

deep learning models, including fully connected 

layers, convolutional neural networks, and long 

short-term memory (LSTM) networks. Among 

these, LSTM models demonstrated superior 

accuracy and performance for insider threat 

detection compared to other algorithms. But 

while these machine learning algorithms 

demonstrate high accuracy, challenges such as 

scalability and imbalanced datasets remain 

prevalent in insider threat detection. 

  

2.3 Gaps in Existing Research 

 

Detecting insider threats in real-time faces 

several challenges. Delays in processing large 

amounts of data can prevent quick responses. 

Extracting useful information from data fast 

enough for real-time detection is also difficult. 

Insiders can hide their actions by behaving like 

normal users, making it harder for the system to 

spot anything unusual. Detection systems often 

give too many false alarms or miss real threats, 

which makes them unreliable.  

 

As companies grow, the huge amounts of data 

they produce make it harder for these systems to 

work efficiently. Many companies use both cloud 

and on-site systems, and getting the models to 

work smoothly across these setups is tricky. 

Adding these systems to existing security tools 

often requires extra work to make them fit. More 

advanced models may work better but are harder 

for humans to understand and act on.  

 

The systems also need regular updates to keep up 

with changing user behaviour, which is time-

consuming and hard to scale. These challenges 

show the need for solutions that are fast, easy to 

expand, and simple for security teams to use. In 
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our approach, a machine learning model was 

developed for insider threat detection using t-sne 

algorithm, iForest, Random Forest and SMOTE 

technique to handle dimensionality reduction, 

anomaly detection, classification and class 

imbalance respectively. 

 

3.0   Methodology 

 

This section describes the detailed methodology 

for this research, outlining the approach used to 

identify anomalous behaviour in user activity and 

classify potential threats using machine learning 

models. The methodology comprises several 

stages: data preprocessing, feature engineering, 

anomaly detection, classification with 

hyperparameter tuning, and evaluation. Each 

stage is elaborated in Figure 1. 

 

3.1 Data Loading and Preprocessing 

 

The first step involves collecting and 

preprocessing datasets containing user activities, 

such as logon/logoff events, device usage, and 

file access. Datasets are loaded from CSV files 

and undergo cleaning and formatting. 

Inconsistent entries were resolved by converting 

string data to uppercase and trimming whitespace. 

The user information is filtered to include 

relevant functional units and departments. 

Merging datasets based on user identifiers allows 

for a comprehensive and unified view of user 

activity. 

 

3.1.1 Feature Engineering 

 

Feature engineering transforms raw data into 

meaningful representations to enhance model 

performance. Key features extracted from 

logon/logoff events, device activity, and file 

usage patterns are: 

 

1. Logon/Logoff Features: Minimum and 

maximum timestamps for user logon and 

logoff activities are converted to seconds to 

quantify activity durations. 

2. Device Activity Features: The average 

hours of device connection and disconnection 

activities are computed for each user. 

3. File Usage Features: Daily file access 

frequencies are aggregated to calculate the 

mean and maximum number of files accessed 

per day per user. The engineered features are 

merged to form a consolidated dataset, 

ensuring null values are handled 

appropriately. This enriched dataset serves as 

the input for subsequent anomaly detection 

and classification steps. 

 

3.1.2 Anomaly Detection Using Isolation Forest 

 

Isolation Forest, an unsupervised machine 

learning algorithm, was applied to detect 

anomalous user behaviour. The model assigns 

anomaly scores based on decision functions, 

identifying deviations from typical patterns. A 

contamination factor specifies the proportion of 

expected anomalies in the dataset. The algorithm 

calculates anomaly values, which are visualized 

through scatterplot and histogram shown in 

figures 3 and 4 respectively to inspect their 

distribution. This step provides insights into the 

extent and nature of anomalies within the user 

activity data. 

 

3.1.3 Addressing Class Imbalance and Data 

Rescaling 

 

Before classification, the dataset was prepared to 

address the imbalance in the number of normal 

and anomalous samples. Synthetic Minority 

Oversampling Technique (SMOTE) generated 

synthetic examples for the minority class, 

ensuring balanced training data. The feature set 

was then scaled using the StandardScaler to 

standardize feature distributions and improve 

classifier performance.  

 

3.1.4 Classification with Hyperparameter 

Tuning 

 

To classify user activities as normal or 

anomalous, four machine learning classifiers 

were trained: 

 

1. Random Forest: An ensemble method 

that constructs multiple decision trees 

and averages their predictions. 

2. Logistic Regression: A linear model that 

predicts probabilities for binary 

classification tasks. 

3. Support Vector Machine (SVM): A 

robust classifier that separates data using 

a hyperplane in high-dimensional space. 

4. K-Nearest Neighbour (KNN): A non-

parametric classifier which uses 

proximity to the available categories to 

classify individual data points.  

 

Each classifier undergoes hyperparameter tuning 

using GridSearchCV to identify the optimal 

parameter configuration. Cross-validation 
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ensures that the models generalize well to unseen 

data. The classifiers' performance is evaluated on 

a holdout test set. 

 

3.1.5 Model Evaluation and Visualization 

 

The classifiers are assessed using several 

performance metrics such as: 

 

1. Accuracy: The proportion of correctly 

classified instances. 

2. Precision, Recall, and F1-Score: Metrics 

capturing the balance between true positives 

and false positives. 

AUC-ROC: The area under the receiver 

operating characteristic curve, measuring the 

model's ability to distinguish between classes. 

Confusion matrices, ROC curves, and bar 

plots are visualized to compare model 

performance across metrics. This step 

highlights each model's strengths and 

weaknesses. 

 

3.1.6 Model Deployment and Saving 

 

The trained models, along with the scaler, are 

saved as serialized files using joblib. This 

enables efficient deployment in real-world 

applications. The model was stored in a 

dedicated directory, ensuring reproducibility and 

accessibility for further research or integration. 

 

Figure 1 shows the architecture of the proposed 

insider detection system. Various components of 

the architecture are explained thus:  

 

3.2 Dataset 

 

The lack of actual data is a major barrier for 

researchers studying the insider threat problem. 

These data involve log files that contain private 

user information. To be able to protect their users 

and assets, organisations frequently deny 

researchers access to real data. However, under 

specific regulations, an organisation may agree to 

give the researchers restricted access after 

anonymizing the private and confidential 

attributes of the data. This problem made it 

difficult to gather data domiciled in a particular 

organization. To solve the insider threat detection 

problem, it was, therefore, pertinent to use 

historical data available in online repositories for 

the study.  

 

The CERT dataset was used and it has seen a 

significant increase in usage for insider threat 

detection systems over the past decade. The 

dataset contains over one million instances of 

user activities (such as device usage, log-on 

activity, users, and file access), with up to one 

hundred and twenty features. After the feature 

extraction process, it was reduced to the twelve 

most important features as shown in Figure 5. 

 

Figure 2 shows a dataset containing 12 columns: 

user, on_min_ts, on_max_ts, off_min_ts, 

off_max_ts, device _ connect _ mean _ hour, 

mean_files_per_day, mean_files_per_day, max 

_files_per_day, anomaly_score, anomaly_value, 

and threat. The data includes 607 rows. Each row 

represents a user with associated activities: 

 

User: This represents a user's unique identifier in 

the system. It is the primary feature that 

correlates other features across the different files 

(logon, device,user and file). 

 

on_min_ts: This is the timestamp (in seconds) 

when the user logged in for the earliest session 

(log -on activity). It is converted to seconds from 

midnight for easier comparison. 

 

on_max_ts: This is the timestamp (in seconds) 

when the user logs in for the latest session (log-

on activity). Like on_min_ts, it is also converted 

to seconds from midnight. 
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Figure 1: Architecture of the Proposed Insider Threat Detection System 

 

 
 

Figure 2: Insider Threat Detection Dataset 

off_min_ts: This is the timestamp (in seconds) 

when the user logs off for the earliest session 

(logoff activity). It is also converted to seconds 

from midnight. 
 

off_max_ts: This is the timestamp (in seconds) 

when the user logged off for the latest session 

(logoff activity), similar to off_min_ts. 
 

device_connect_mean_hour: This represents the 

average hour of the day when the user typically 

connects their device (based on the 'Connect' 

activity). This is useful for identifying patterns in 

device usage. 
 

device_disconnect_mean_hour: This represents 

the average hour of the day when the user 

ordinarily disconnects their devices (based on the 

'Disconnect' activity). This can assist in detecting 

unusual device usage patterns. 

 

mean_files_per_day: This feature calculates the 

average number of files a user interacts with 

(uploads or accesses) daily, giving an overview 

of a user's file interaction habits. 
 

max_files_per_day: This feature represents the 

maximum number of files a user interacts with 

on any given day. It provides insight into periods 

of high activity or unusual file usage. 
 

anomaly_score: This is the score from the 

Isolation Forest model showing the level of 

deviation from normal activity for a given user. 

The higher the score, the more the behaviour 

deviates from the norm. 
 

anomaly value: This is the decision function 

output of the Isolation Forest model. It reflects 

how much of an anomaly a particular data point 
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(user behaviour) is. Positive values indicate 

normal behaviour, and negative values suggest an 

anomaly. 
 

Threat: This is the binary label assigned to 

indicate whether a user's behavior is considered a 

potential threat (1) or not (0). It is based on the 

anomaly_value (i.e., users with an 

anomaly_value above a certain threshold are 

flagged as threats). 
 

These features are used in the supervised learning 

model (Random Forest) to predict whether a 

user's behaviour is normal or anomalous to detect 

potential security threats. 

 

3.2.1 Data Preprocessing 

 

Data collection and pre-processing are 

fundamental to detecting insider threats and also 

to perform other cybersecurity exercises. The 

data collected needed the foundation information 

necessary for feature extraction. Hence, we 

performed a feature engineering step in data pre-

processing. Utilizing feature engineering, we 

gathered clean data for additional processing to 

determine normal business hours and website 

categories.  

 

3.3. Feature Extraction 

 

One of the main problems with insider threat 

detection is the extraction of features throughout 

the feature engineering process. There is no rule 

regarding the number of features derived from 

each log file, and it is variable in different studies. 

The dataset is seen as a relational dataset from 

which features may be manually derived from the 

relationships between the entities (files).

4. Results and Discussion 

  

4.1.  Results 

 

4.1.1 Anomaly Detection Visualization  

 
Figure 3: Anomaly Detection Visualization Plot 

 

Figure 3 is a scatter plot that visualizes the 

relationship between anomaly scores assigned by 

the Isolation Forest algorithm and the actual 

threat labels (0 for non-threat, 1 for threat). Each 

point represents a user and its corresponding 

anomaly score.  The Anomaly Score Distribution 

shows that the anomaly scores are distributed 

within a specific range, with most points 

clustered around a certain value. This indicates 

that the Isolation Forest has effectively identified 

a baseline of normal behavior. In threat 

identification, points colored red represent users 

labeled as threats while points colored green 

represent users labeled as non-threats.  

 

Ideally, we would expect threat points to have 

higher anomaly scores with respect to non-threat 

points. In model performance, the plot suggests 
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that the Isolation Forest is moderately effective in 

identifying threats. There is some overlap 

between the two classes, indicating that the 

model might misclassified certain users. The 

performance of the model in separating threat 

and non-threat users was further assessed using 

metrics like precision, recall, and F1-score. 

 

Figure 4 is a histogram that shows the 

distribution of anomaly scores generated by the 

Isolation Forest algorithm. It provides insights 

into the frequency of different anomaly scores, 

helping us identify potential outliers or 

anomalous behaviour. The distribution appears 

right-skewed, meaning that most of the data 

points have lower anomaly scores. This indicates 

that the majority of instances are considered 

normal. The anomaly scores range from 

approximately -0.25 to 0.05. Negative scores 

indicate more typical cases, while positive scores 

suggest anomalies.  

 

The distribution has the highest around 0, 

suggesting that many data points are clustered 

around normal behaviour. The tail of the 

distribution extends towards higher anomaly 

scores, indicating the presence of a few outliers 

or anomalous instances. By setting a suitable 

threshold, we flagged instances that deviate 

significantly from the norm. The distribution 

graph provides insights into the model's 

performance and shows that it is a well-trained 

model that separates normal and anomalous data 

points. The choice of the anomaly score 

threshold is crucial. A higher threshold identifies 

fewer anomalies with higher confidence, while a 

lower threshold identifies more anomalies but 

may include false positives. 

4.2 Isolation Forest Distribution of Anomaly Scores 

 

 
Figure 4: Isolation Forest Distribution of Anomaly Scores 
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4.3 Confusion matrix of the Random Forest Classifier 

 

 
 

Figure 5: Confusion Matrix of the Random Forest Classifier 

 

Figure 5 is the confusion matrix showing the 

classification performance of the model with 

respect to "the Threat" and " the non-Threat" 

categories. 

 

True Positives (TP): 137 instances were 

correctly classified as "Threat." 

 

True Negatives (TN): 36 instances were 

correctly classified as "non-Threat." 

 

False Positives (FP): Only 5 instances were 

incorrectly classified as "Threat," when they 

were actually "non-Threat." 

False Negatives (FN): Four instances of false 

negatives occurred, meaning that the model 

incorrectly classified four "Threat" cases as "non-

threat."    

 

Based on these results, the model exhibits a very 

high accuracy in detecting non-threat cases, with 

a low false positive rate. However, 

hyperparameter tuning improved the performance 

by reducing the relatively high number of false 

negatives. 

 

Figure 6 is a Receiver Operating Characteristic 

(ROC) curve. ROC curve is a graphical plot that 

illustrates the diagnostic ability of a binary 

classifier system as its discrimination threshold is 

varied. It plots the true positive rate (TPR) 

against the false positive rate (FPR) at various 

threshold settings. 

 

The Area Under the Curve (AUC) is a metric 

used to assess the overall performance of a 

classification model. It measures the ability of 

the model to distinguish between positive and 

negative classes. An AUC score of 0.97 in figure 

6 indicates excellent performance which suggests 

that the model is highly accurate in 

distinguishing between positive and negative 

classes. The curve is closer to the top-left corner, 

which is ideal. This means that the model can 

correctly classify positive instances with high 

probability while minimizing false positives. The 

curve also shows the trade-off between 

sensitivity (true positive rate) and specificity 

(true negative rate) at different threshold settings. 

By adjusting the threshold, we prioritized 

sensitivity or specificity based on the specific 

needs of the application. The high AUC score 

implies that the model is effective in detecting 

insider threats. This has significant implications 

for organizations as it can help them proactively 

identify and mitigate potential risks.

 

4.4   ROC Curve and AUC Score 
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Figure 6: Random Forest ROC Curve 

 

4.5: Insider Threat Detection System Results 

 

 
 

Figure 7: Insider Threat Detection System Input Page 
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Figure 8: Model Testing page 

 

 
 

Figure 9: Prediction Result Page for Normal User 

 

4.6 Model Performance Evaluation 

 

Random Forest is an ensemble model based on 

decision trees and used for classification and 

regression tasks. It was used in this work to 

classify users activities into normal and 

anomalous activities. Metrics used to evaluate the 

result from the Random Forest classifier and their 

corresponding results are shown in Table 1. 

 

 

Table 1: Performance Metrics for Random Forest 

 

Metrics  Value  

Precision 0.88 

Recall 0.93 

F1 Score 0.90 

Accuracy 0.95 
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4.7 Evaluation Metric Comparison with other Algorithms 

 

 
Figure 10: Plot of Evaluation Metrics by Algorithms 

 

Figure 10 is the bar graph summarizing the 

evaluation metrics for each algorithm. It 

highlights the Precision, Recall, F1 Score, and 

Accuracy, allowing a quick comparison of the 

models' performance.  

 

1. The graph shows that Random Forest 

outperforms the other algorithms across all 

metrics, achieving the highest Precision, 

Recall, F1 Score, and Accuracy. 

2. K-Nearest Neighbors (KNN) is the 

second-best performer, with metrics close 

to those of Random Forest, particularly 

strong Recall and F1 Score. 

3. Support Vector Machine (SVM) has 

moderate performance, with an F1 Score 

and Accuracy slightly lower than KNN, 

but still competitive. 

4. Logistic Regression lags significantly, 

with the lowest Precision and F1 Score, 

indicating challenges in correctly 

predicting positive classes. 

5. Random Forest's balanced Precision (0.88) 

and Recall (0.93) make it the most reliable 

for both minimizing false positives and 

false negatives. 

6. Logistic Regression compensates for its 

low Precision with high Recall (0.88), 

making it suitable in scenarios prioritizing 

false negative reduction. 

7. KNN shows strong Recall (0.95), which, 

combined with high Precision (0.79), 

results in a solid F1 Score (0.86). 

8. SVM's Recall (0.90) is competitive but its 

lower Precision (0.68) reduces overall 

performance. 

9. Random Forest and KNN's high Accuracy 

(0.96 and 0.93, respectively) confirm their 

reliability in this classification task. 

10. Overall, Random Forest emerges as the 

best choice, followed by KNN, with 

Logistic Regression being the least 

effective for this application. 

 

4.8 Results’ Discussion 

  

The overall model result shows a high accuracy 

of 96% with Random Forest after further hyper 

parameter tuning, which indicates strong 

overall performance. Slight trade-offs between 

precision and recall suggest that the model is 

biased towards certain classifications. To 

reduce this bias, we compared these metrics to 

other models or baseline performance, and the 

comparison shows that Random Forest 

produced the best result. 

 

5. Conclusion 

 

A real time insider threat detection system has 

been developed and implemented for real time 

detection and monitoring of user activities on 

corporate networks. Key contributions of this 

research include the development of a 

comprehensive data preprocessing pipeline, 

feature engineering, and the application of 

supervised and unsupervised machine learning 

techniques specifically tailored for insider 

threat detection. By deploying this system, 

organizations can strengthen their security 

posture against insider threats, allowing for 

proactive intervention before a potential breach 
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occurs. This research also contributes to 

cybersecurity by advancing machine learning 

applications in anomaly detection and 

highlighting effective methodologies for real-

time, data-driven threat detection in corporate 

networks. 
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