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Abstract  

Machine translators are required to produce the best possible translation without human assistance.  Every 

machine translator requires programs, automated dictionaries, and grammars to support translation.  Studies have 

shown that the fluency of machine translators depends on the approach or model adopted for their respective 

developments. Machine translators do not simply involve substituting words in one language for another, but the 

application of complex linguistic knowledge to decode the contextual meaning of the source text in its entirety. 

Approaches to machine translators are divided into a single and hybrid approach.  In the aim to improve on 

translation quality of existing English to Yoruba language translator systems, this paper adopts a syntax-based 

hybrid approach for translating sentences. The grammar for translation is designed and tested with Joshua (an 

open-source natural language toolkit). The procedure includes data collection, data preparation, data pre-

processing, parsing, training of translation model, extract grammar rule, implement grammar, evaluate translations 

using bilingual evaluation understudy metrics. This paper discusses the translation quality of machine translators 

(precisely phrase-based and syntax-based) in both tabular and graphical representations. It was observed that a 

syntax-based translator seemly has higher translation quality than phrase-based. 
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1.   Introduction 

The language was invented thousands of years 

ago for developing human society. The use of a 

natural language is based on the perception that 

people converse to exchange manners, feeling, 

reasoning, and manners. Professor Herman 

Batibo  [1], the Tanzanian linguist, argued that 

the adoption of colonial language as an official 

language has rendered the rich resource of 

African language dormant. Yoruba Language is 

among the most studied language in Africa and 

well documented. Understandably the 

contrastive rules between English and Yoruba 

languages have made translation between them 

both easy and at most times difficult to 

facilitate. Instances of the similarities are 

between both languages are; Yoruba language 

loaned words from English language, each 

language has the same structural order of words 

in their sentences i.e. subject, verb, object 

(SVO) word order. The complexities of 

translation of English to Yoruba language are 

majorly attributed to morphological changes 

and the unique sound system that distinguishes 

them. Despite the challenge encountered in 

their translation tasks, there have been series of 

achievements recorded in software 

development for English to Yoruba translator.  

 

The term machine translation (MT) is a 

computer science concept which involves 

automation of translation between languages. 

The aim is to produce accurate translation. 

Basically, every machine translation system 

requires programs, automated dictionaries and 

grammars to support translation [2]. Studies 

have shown that the fluency of machine 

translators depends on the approach or model 
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adopted for their respective developments. 

Towards improving translation quality on 

existing English to Yoruba MT, we present 

statistical analysis of syntax structure of source 

language to develop a corpus-based MT. 

 

This work is organized as follows: In Section 2, 

we present the literature review of machine 

translator with the major focus on generic 

components of machine translators, previous 

works done, classification of existing models 

for English to Yoruba machine translators, and 

overview of both phrase-based and syntax-

based models. Section 3, circumspect the 

methodology for implementation of syntax 

based English to Yoruba machine translator. In 

section 4, the evaluation of both the syntax and 

phrase-based models is performed in both 

tabular and graphical presentation of the results. 

We summarize our contribution and conclusion 

in section 5. Recommendation for Future work 

is made in section 6. 

 

2.  Literature Review 

Machine translation (MT) is a subfield of 

computational linguistics that investigates the 

use of computer software to translate text from 

one natural language to another [3] [4]. It is a 

multi-disciplinary research from linguistics, 

computer science, Artificial Intelligence (AI), 

translation theory and statistics.  MT is not 

simply substitution of words in one language 

for another, but the application of linguistic 

knowledge; morphology, syntax, semantics [5]  

to understand and implement ambiguities of 

translation process. To obtain contextual 

meaning of texts in a source language, the 

translator must interpret and analyse all the 

features of the text. This process requires in-

depth knowledge of a language grammar, 

semantics, syntax and other corresponding 

knowledge to re-encode a meaning target 

language [5]. The general components of a 

machine translator include morphological 

analysers, language parsers, a translator, and 

several lexical dictionaries, all discussed in 

details in [5]. 

  

The typical constituents of a machine translator 

have evolved, as determined by distinctive 

motivations to improve translation qualities. 

The research in word reordering [6] and 

translation models has directed the different 

method devised to develop machine translators 

best suited for varieties of language pairs. In 

many perspectives of machine translation 

system, reordering is jointly modelled with 

translation, while some are implemented 

separately. Basically, the existing solutions of 

English to Yoruba    machine translator ranges 

from heuristic frameworks to statistical 

machine translator [6], all linguistically 

motivated. 

 

2.1. Approaches and Models to Machine 

Translation 

The approach to machine translation is 

classified into two: single and hybrid [3]. Single 

approach is the use of only one heuristics to 

perform language translation. The single-based 

approach includes rule-based, direct-based, 

corpus-based and knowledge approach, while 

hybrid approach is an improvement on single 

approach. It is mostly a combination of the 

statistical method and the rule-based approach. 

 

2.2.  Previous Works  

Some previous works on English to Yoruba 

Translation System are presented in [3]. Many 

of these approaches used grammar rules 

inferred from linguistic studies. These rules are 

often too rigid to accommodate real-world 

utterances, hereby reducing their translation 

quality. Due to the fact that English and Yoruba 

languages have the same basic sentence 

structure i.e. Subject-Verb-Object, yet word 

reordering process in the translation task cannot 

be undermined, because of tenacious 

contrastive rules between both languages. The 

reordering process could be arbitrarily large. 

Existing English to Yoruba machine translation 

systems have no success in the handling of 

long-distance reordering of source language, 

hence, presumably reduces translation quality. 

This study aims to model syntax of source 

language as basic units to translating 

sentences/utterances from English to Yoruba 

language, using linguistically correct domain 

specific English -Yoruba parallel corpus, and 

we determine if the translation quality has 

improved, by comparative evaluation of both 

syntax based and phrased- base models. 

  

2.3.  Syntax-Directed Machine Translation 

Syntax is the hierarchical structure of a natural 

language sentence. Syntax-based model for 

machine translation is an unsupervised learning 

technique to train n-gram language model based 
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on a bilingual to infer a translate of Yoruba 

sentence, provided the words and structure of 

English sentences in a corpus are accessible 

with algorithms.  In syntax-directed translation, 

the source language input is first parsed into a 

parse tree, then stochastic operations are 

applied at each node of the parse-tree and 

search for the best derivation with the highest 

probability that converts the whole tree into 

target-language string [5]. The string input will 

be simultaneously parsed and translated by a 

synchronous grammar [7]. To parsing an 

English sentence is converting the sentence to a 

tree-like structure that represents the 

composition of string in the sentence. The 

parsing model Pr(E), assigns probability to any 

structured English sentence, by recursively 

breaking down the sentence structure into 

subtrees, and the probability of each node on 

the properties of its parent and immediately 

adjacent sibling. The translation model Pr(y|e), 

calculates the probability of a given Yoruba 

sentence y as the possible likely translate of a 

given English sentence e provided its’ tree 

structure ƫ, matches the tree bank. These are 

represented in equations 1 to 3. 

 

Pr(𝑦|𝑒) = ∑ Pr(ƫ∈T(e) ƫy|𝑒) (1) 

ƫ∗ = 𝑎𝑟𝑔𝑚𝑎𝑥ƫϵTPr(ƫ|𝑒)  (2) 

𝑦∗ = 𝑎𝑟𝑔𝑚𝑎𝑥𝑦Pr(𝑦|ƫ
∗)  (3) 

 

2.4.  Phrase-based Models 

 

Phrase based models use phrases as the basic 

translation unit [8]. It was introduced to 

alleviate the short coming of the word-based 

models by the introduction of phrases as the 

basic translation unit [8]. Phrases are substrings 

that can be used for local re-orderings, i.e. 

making insertions and deletions for the purpose 

of obtaining accurate contextual meanings of 

language in a translation process. They are 

simple and powerful mechanism for machine 

translation. Decoding in phrase-based methods 

uses a beam-search approach [3], as opposed to 

syntax-based model which uses memorized 

recursion (equation 4). The differences between 

these models are presented in Table 1. 

 

𝑦𝑏𝑒𝑠𝑡 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑦𝑃(𝑦|𝑒) (4) 

 

Where y is Yoruba sentence, e is English 

sentence. 

The English input sentence e is segmented into 

a sequence of i-phrases   e1
i. A uniform 

probability distribution is assumed over all 

possible segmentations.  Each English phrase is 

translated into a Yoruba phrase yi. Table 1 

shows the differences between the syntax-based 

and phrased-based models.  

 

Table 1: Differences between the syntax-based 

and phrase-based 
Phrased-Based 

Model 

Syntax-Based Model 

Re-ordering 

sensitive to a phrase 

local context 

Re-ordering of words is 

restricted to reordering of 

constituents in well-

formed syntactic parse 

trees 

Uses beam-search 

approach 

Uses Memoized 

Recursion  

Performs insertions 

and deletions 

Performs stochastic 

operations and search for 

best tree derivations 

It allows linguistic 

computation 

It is pure statistical 

machine translation 

technique. 

 

2.5    n-gram based SMT 

 

Basically, n-gram is the sequence of words in 

the translation model for deciding the correct 

arrangement of words, or the prediction of next 

word missing in a sentence, or make corrections 

of a spelling error, based on the occurrence of 

previous n-1 words. The probability of a word 

based only on its previous word is shown in 

equation (5) 

 
Number of times previous ‘wp’ occurs  

before the input word 

                                                                         (5) 

Total number of times previous word  

‘wp’  occurs in a corpus 

 

Meanwhile, in an SMT, n-gram is the 

approximate, joint probability between 

segmentations of source and target languages 

[9]. The tuples extracted from n-gram model are 

bilingual tuples of word alignments in the 

parallel corpus, based on a number of 

constraints [9], that ensure only one occurrence 

of segmentation is possible for a given sentence 

pair. 

 

3.   Methodology  

The grammar for the translation process was 

statistically modelled from the syntax of the 
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source language. It was implemented and tested 

with Joshua [10] an open source toolkit for 

parsing in syntax-based machine translation.  

The original version of Joshua was a 

reimplementation of the Python-based Hiero 

machine translation system; it was later 

extended to support richer formalisms [10].  

 

3.1 Data Collection 

The dataset is English-Yoruba parallel corpus, 

with thousands of aligned sentences from the 

Bible. Since it is the most widely accepted 

English to Yoruba translation task, our goal is 

to investigate the applicability of English to 

Yoruba machine translation techniques to the 

translation of domain-specific texts [5].  

 

3.2. Data Preparation   

To create a statistical translation model, the 

dataset was divided into three [11]:  

i. Training Set: It is a large sentence-aligned 

bilingual parallel corpus used for training the 

proposed translation model. The parallel 

corpora can contain thousands of words.  

ii. Development Set: It is a disjoint from 

training data. It was used to optimize the 

parameters of the model at minimum error 

rate Training (MERT).    

iii. Test Set: This is a small sentence-aligned 

bilingual corpus that was used to evaluate 

the translation quality of the proposed 

translation system and any modification 

made to it. It is disjoint from the 

development and training sets.  

 

3.3.  Data Pre-Processing 

 Subsequent to data collection and preparation, 

the dataset goes through following 

preprocessing steps: 

i.      Sentence Alignment:  This involves the use 

of sentence alignment software for 

alignment of parallel corpus. Giza++ 

bilingual sentence aligner is used for this 

study. 

ii.    Tokenization: It is whitespace delineation 

of words. 

iii. Normalization: This activity is the 

lowercasing of corpus dataset, in order to 

avoid worse probability estimates for 

translations. 

iv. Sub sampling:  This is the selection of 

sentences that are relevant for a test set. 

 

3.4. Parsing 

The source language (i.e. English Sentence) 

was parsed into tree to depict the functional 

relationship between words in a sentence [11]. 

This is depicted in Figure 2.  

 

Figure 2:  Parse Tree 

 

3.5 Train Language Model. 

Most translation languages make use of n-gram 

language model for assigning higher 

probability to hypothesis translations that look 

like fluent examples of target language.  Joshua 

[10] provides support for n-gram language 

models, either through a built-in data structure 

or external calls to SRI language modeling 

toolkit (srilm). In this work, Kenlm a built-in 

data structure language modeling will be used 

[11].

Figure 1: Structural Diagram of the Methodological steps [11] 
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Memoization Algorithm used for Training 

Syntax-model [5] 

 

Function TRANSLATE(ƞ)                                                                                                                                                                        

if cache[ƞ] defined then this n-gram sub-tree 

visited before? 

return cache[ƞ] 

best   ←0    

else 

for r ϵ R do .     //for each rule r in syntax rule R 

      // checks if sub-tree  matched rule 

     sublist  ←( PATTERNMATCH(t(r),ƞ )     

    if matched then      // if matched, sublist  

            // contains a list of matched subtrees 

    prob ← Pr(r).  // assigns the probability to the  

                           // matched rule r 

    for ƞ(i) ϵ sublist do // where i is the index of    

                                   // source inputs 

        p(i), s(i) ˿ TRANSLATE(ƞ(i))  

         // recursively solve each sub-problem by       

        //   parsing the source input 

       prob ˿ prob. p(i) // retrieve the probability  

                       // of the input if prob > best then 

       best ← prob 

       str   [x(i) → s(i)] s(r) .   // plug in the results 

      cache[ƞ]  ← best; str .   // caching the best    

                  //solution for future translation task 

       return cache[ƞ] . // returns the best string  

                                //with its prob. 

End 

 

Beam-Search Algorithm for Phrase-Based 

model [4] 

Initialize hypothesisStack[0….nf]; 

Create initial hypothesis hyp_init; 

for i=0 to nf-1: 

   for each hyp in hypothesis[i]: 

   for each new_hyp that can be derived    from             

     hyp: 

 nf[new_hyp] = number of foreign words 

covered by new_hyp; 

addnew_hyp to hypothesisStack[nf[new_hyp]]; 

 prune hypothesisStack[nf[new_hyp]]; 

   find best hypothesis best_hyo in 

hypothesisStack[nf]; 

Output best path that leads to best_hyp 

End loop  

End loop 

 

3.6  Extract of Translation Grammar

  

The grammar required for translation was 

extracted in the search for English language 

phrases in the test data set that intersect with the 

word-aligned training corpus. A suffix array 

with a searchable index was used to perform the 

search. The results of the search were applied to 

development set to tune the translation 

grammar (Figure 3) at minimum error rate 

(MERT). MERT is the method for setting the 

weights of different feature functions of 

translation model in other to maximize 

translation quality on the development set. The 

feature functions used to extract translation 

grammar are: Functions denoting whether the 

rule is purely abstract, Functions denoting 

whether the rule is purely lexical, Functions 

denoting whether the rule is monotonic or has 

reordering, Phrasal translation probabilities (the 

number of times a given event was extracted), 

Lexical weighting( function checks word 

alignment),Rarity penalty( function counts the 

number of times a rule was extracted).    In 

conclusion the extracted grammar was sorted 

for n-best list of grammar rules and 

redundancies were removed for the purpose to 

getting 1-best translation [11]. 

 

4. Results and Discussions 

 

Joshua, an open-source natural language tool 

kit, was used for analysis, development and 

evaluation of both phrase-based, syntax-based 

machine translators. It is a single parameterized 

Perl script that performs the entire machine 

translation process, from data preparation to 

evaluation in a pipeline model. It requires a 

very good knowledge of shell scripting to 

operate Joshua since it contains a number of 

software plug-ins (Thrax, Kenlm, Berkely 

parser, Boost, Giza ++, Hadoop, Maven) to 

perform its’ functions. The machine translators 

were implemented such that for each input 

sentence, it returns one-best translation. English 

to Yoruba translator will accept a single line of 

input and writing a single line of output.  

 

 The reordering decision is implemented at the 

source language, separately from translation 

decision [6], so as to favor word reordering as a 

data pre-processing mode and to produce 

intermediate representation close to the target 

language.  [6] reviewed different approaches to 

reordering. The translation model adopted in 

this study is syntax-directed, it will not fall 

short to think that the reordering should 

likewise be syntactically permutated. Since our 

aim is to determine how long-distance 
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reordering will improve translation quality, this 

was achieved using an n-gram model with soft 

syntactic constraints. A cue to this stance is to 

perform long-range reordering closer to the root 

and local reordering closer to the leaves [6] of a 

parse tree, so as to separate words from 

sentence features.  This means phrases of 

source sentences are parsed into trees and 

linguistically annotated to generate syntactic 

reordering patterns. The length of the 

reordering can be captured directly on the 

length of the n-gram bilingual units [9]. The 

bilingual units contain reordering information 

[9]. Figure 3 shows the diagram of n-gram 

bilingual units of English-Yoruba machine 

translators.  The choice of n-gram is justified by 

high computational cost incurred by the sole 

syntax-tree based approach, as the reordering 

permutation reaches all the constituents of the 

parse tree.  Figure 4 presents the tuple bilingual 

units of English to Yoruba machine translation. 

Figure 5 presents the grammar rule for English 

to Yoruba Translator. Figure 6 shows an 

example of an input sentence in a text document 

while Figure 7 displays the output Yoruba 

translate of Figure 6 in a Debian console.

  

Figure 3: Source parse tree with the word alignment and reordering pattern between English and 

Yoruba sentences 

 

 

 

Figure 4: Source to tuple bilingual units of English-Yoruba MT. 
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Figure 5: Grammar rule for English-Yoruba Translator 

 

 

 

Figure 6:  Input sentence in a text document 

 

 

 
 

Figure 7:  Output Yoruba translate in a Debian console
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4.1  System Evaluation 

The amount of reordering found in a language 

pair is an indicator to statistical machine 

translator performance [6], it is necessary to 

devise a metric to measure the quantity of 

reordering that occurred in a machine translation 

process. In this study we use general purpose 

metric of bleu [6]. Table 2 shows the extract of 

the sentences tested on both phrase-based and 

syntax-based model. Bilingual Evaluation 

Understudy (BLEU), an automatic machine 

translation evaluation, was used to evaluate 

translation quality for botoh syntax-based and 

phrased-based models [11]. To do the 

computations, the maximum number of times a 

word occurs in any single reference translation, 

and then clip the total cunt of each candidate word 

by its maximum reference count, adds these 

clipped counts up, and divided by the total 

(unclipped) number of candidate words. The 

developed machine translator was tested with 

long and short sentences. 

 

 
 

 The evaluation correlates highly with human 

evaluation. The performance of phrase-based was 

then compared with syntax-based model, using 

the BLEU score which estimates the accuracy of 

translation output with respect to a reference 

translation. Table 3 shows BLEU score of some 

test set sentences at 3-gramm order Language 

model.  

 

 

Table 2: Extract of sentences translated. 

 
              

Table 3: Bleu Scores 
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Figure 8: Shows Graph chart compare Phrase-based and Syntax-based MT 

Results from the graph in Figure 8 indicate that, 

the BLEU score did not attain a regular pattern for 

the translation qualities of both models. It was 

also observed that phrase-based model at any 

sentence length did not attain BLEU score higher 

than that of syntax-based machine translator. The 

syntax-based hybrid approach outperformed the 

phrase based approach  by 33.6%  relatively on a 

randomly selected test dataset. 

 
5.  Conclusion  

 

In this study, all the translation processes are 

automated in a pipeline Perl script. This technique 

helped to harness the development of a machine 

translator in a batch processing approach. The 

model adopted for the development of the 

machine translator is an unsupervised machine 

learning, in which the data used is unstructured. 

Parsing of the source side of the parallel corpus 

helps to stochastically infer grammar rule which 

seems to represent linguistic relationship English 

and Yoruba language. In the training of our 3-

gram language model with parsed data, the 

probabilistic value was assigned to all possible 

Yoruba translate of a particular English sentence, 

using Kenlm. Translate with the highest 

probability value was deemed as the best 

translation for an input sentence. 

 

It was observed that both syntax and phrase-based 

machine translations at 3-gram language 

modelling, poses a fluctuating translation quality 

at different sentence length. This could be as a 

result of, low probability match between input 

word classes and long reordering bilingual units 

[9]. Parsing the source language into a tree takes 

care of reordering much effectively than Part-of-

Speech based rules. Syntax-based systems with n-

best translation list is better of single best 

reordering list in phrase-modelled machine 

translator. 

 

6. Recommendation and Future Work  
 

This work adopts syntax-trees of the source 

language as the basic translation unit for the 

training of our model in the expectation of 

attaining translate output of much higher quality. 

There is no doubt the approach works well, as 

supported by human observation of both systems.  

It will be important to compare the translation 

accuracies of neural MT systems to syntax-based 

machine translators in future work, as this 

approach has not been published for English to 

Yoruba machine translator systems. 
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